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Cognitive task analysis (CTA) refers to a diverse collection of methods for ob-
taining information from expert sources. The techniques are united by the com-
mon goal of representing the underlying knowledge, skills, and goal structures of
a particular domain or task performance (e.g., Dehoney, 1995; Gordon & Gill,
1992; Hall, Gott, & Pokorny, 1995; Schraagen et al., 1997). Recently, conven-
tional CTA methods have come under attack for a variety of reasons. Most nota-
bly, the great expense (in time, personnel, and money) associated with conduct-
ing a CTA is often cited as a major obstacle to employing them more widely.
That is, a typical CTA process involves the support of many individuals, such as
instructional designers, cognitive psychologists, knowledge engineers, and sub-
Ject-matter experts (SMEs), across long periods of time (e.g., Durkin, 1994;
Gordon, Schmierer, & Gill, 1993; Hayes-Roth, Waterman, & Lenat, 1983), A
more subtle, but important criticism of CTA bhas to do with a general sense of
vagueness and imprecision. For example, in their recent review of the field,
Schraagen et al. (1997) concluded, “that little attention is being paid to the con-
ditions under which methods are appropriate, and that often it is unclesr how
products of cognitive task analysis should be used” (p. §).

This chapter describes our response to these issues. Specifically, can we
automate any part of this process without sacrificing accuracy and do so in a
principled manner? Other researchers have tackled this issue of automating
knowledge acquisition and representation {for excellent reviews of such tools,
see Lethbridge, 1994; Williams & Kotnur, 1993). Generally, these knowledge-
elicitation tools have not made it into the mainstream for various reasons-most
notably due to limitations in the breadth of data that may be captured (e.g., only
conceptual knowledge by Lethbridge’s CODE4 program) and being difficult to
be used by persons other than programmers. We describe a computer-based
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cognitive tool that has been designed to aid in knowledge elicitation and organi-
zation for instruction and training purposes, capturing a range of data in a user-
friendly manner. Our tool is called DNA, which stands for decompose a domain
into its constituent elements, petwork the elements into an inheritance hierarchy,
and assess the ensuing knowledge structure for validity and reliability (for a de-
tailed description of the program, see Shute, Torreano, & Willis, in press-a).

DNA’s particular target application, in relation to CTA, is to obtain cur-
riculum elements to be used within instructional systems—specifically, intelli-
gent tutoring systems (ITSs) that generally contain three distinct core compo-
nents: expert model, student model, and instructor model. The expert model
containg a curriculum map consisting of expert knowledge and skills. The stu-
dent model monitors a learner's prior and emergent knowledge and skills and
gauges whether he or she has demonstrated mastery of the elements included in
the expert model. Basically, the student model is an online report card that indi-
cates whether a student has mastered the curriculum elements contained in the
expert model. Finally, the instructor model determines a student's path through
the mstructional content based on discrepancies between the expert model and
the student model. These three components interact to individualize instruction
based on & learner’s needs. DNA’s job, then, is to facilitate expert model devel-
opment.

The organization of our chapter is as follows, First, we briefly discuss the
two previcusly cited CTA-related issues in relation to DNA design features. We
continue with a description of DNA’s structure and components, followed by an
illustration of how the program works in the context of dealing with a real-world
situation (i.e., obtaining elements for a specific curriculum). We conclude with a
summary of the general CTA-related issues and our program’s fit in the realm of
CTA.

CTA ISSUES

As mentioned, the design of DNA was motivated, in part, as a response to some
of the problems cited earlier. The following paragraphs discuss DNA in relation
to these CTA-related issues,

Maximizing Cost-Benefit Ratio

The first issue influencing DNA's design concerns improving the cost-benefit
ratio of analyzing a domain. That is, typical CTA methods involve numerous
steps and personnel, First, the instructional designer employs a trained cognitive
task analyst. The analyst prepares for upcoming interviews with experts by be-
coming familiar with the target domain (e.g., via document analysis).
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Subsequently, the analyst conducts extensive interviews with one or more ex-
perts in the field. Following the interviews, the analyst transcribes the protocols
and translates and organizes the knowledge and skill elements into individual
curriculum elements (CEs). Finally, the instructional designer needs to transform
individual CEs into a coherent curriculum. This process typically requires sev-
eral months and many person hours to achieve (e.g., Gordon, Babbitt, Sorensen,
Bell, & Crane, 1993). Thus, the cost-benefit ratio has room for improvement.
DNA attempts to automate the bulk of the interview process, thus im-
proving efficiency by decreasing the personnel resources required to conduct the
analysis. Additional time is saved because lengthy transcription sessions are
eliminated. That is, DNA immediately stores all SME input in a database of CE
records. In addition, the two common phases of CTA-elicitation and organiza-
tion of knowledge-have been collapsed into a symbiotic process to decrease the
time required for the SME. The SME, working with the DNA program, not only
identifies various CEs, but also arrays them into a hiersrchical structure.

Specifying Purpose, Domain, and Representation

To avoid the vagueness issue cited previously, throughout the design process, we
have been careful to explicate DNA’s purpose, including suitable domains and
desired representation. DNA’s primary purpose is to obtain curriculum for use in
intelligent instructional software. It was not designed to be an all-purpose tool.
Within instruction, there are some domains for which it is appropriate and others
for which it is not. The most fitting domains or tasks are those containing struc-
tured, explicit knowledge and skills. There are many domains that fall into this
category in academic, military, and industrial settings. Domains or tasks whese
DNA is less suitable include those that place a large emphasis on psychomotor
skill and those that contain a lot of implicit knowledge. In the former case, ob-
servational techniques such as videotaping on-the-job perfor-mance may be ap-
propriate to capture relevant psychomotor data. In the latter case, acquiring im-
plicit knowledge may be achieved via card sorting and other multidimensional
scaling techniques or think-aloud protocols. Finally, we have considered the
needed representation given the domains to be analyzed for our purposes of in-
struction. As is described in greater detail in the next section, because DNA i
intended to help build instruction across a variety of topics, it was designed to
capture a range of knowledge and skill types. Consequently, DNA represents
information in a hybrid structure—combining aspects of production systems
(i.e., if~then rules related to procedural knowledge and skills; see Anderson,
1993} as well as conceptual graphs (e.g., semantic nets of concepts and their ro-
lationships; see Gordon et al,, 1993).
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DNA COMPONENTS AND STRUCTURE

DNA is a software program designed to streamline development of ITSs by
autorating part of the process of constructing the expert model or curriculum
map. Although DNA can theoretically provide the foundation for any curricu-
lum, computer administered or not, it was specifically designed to interface with
a student-modeling paradigm called SMART (Student Modeling Approach to
Responsive Tutoring; Shute, 1993).

DNA and SMART are intended to work together. DNA provides the blue-
print for mstruction by obtaining curriculum elements directly from the re-
sponses and acuons of SMEs who answer structured queries posed by the com-
puter, That is, it supplies the instructional system with an expert model by elic-
iting and organizing knowledge and skills from human experts. SMART uses the
resulting blueprint (knowledge structure) as the basis for assessment, cognitive
diagnosis, and instruction, managing the learning environment based on the dis-
crepancies between the expert and student models, To optimally manage such
divergences, SMART requires the identification of individual units of instruction
(1.e., the curricular elements) as well as their relationships (hierarchical depend-
encies). Hierarchical dependencies indicate prerequisite knowledge and skills
that are used when developing the instructional path through the curriculum.
Given these requirements, the goals for DNA's output are to identify CEs and
their relationships (Shute et al., in press-a).

Because they are meant to work collaboratively, SMART influenced key
DINA design decisions affecting the intended nature of the tool’s knowledge rep-
resentation or output. In particular, SMART is intended to be useful across a
large array of instructional content. Consequently, it recognizes and monitors a
variety of knowledge types (symbolic, procedural, and conceptual). In addition,
SMART is intended to manage instruction in a principled manner based on de-
pendency relations among knowledge elements. Thus, it uses information from
hierarchical knowledge structures to select curriculum units for instruction.

As a resull, DNA was designed to capture a range of knowledge types as
well as thewr hierarchical structure. Specifically, DNA operates via a series of
mteractive modules for decomposing, networking, and assessing experts’ knowl-
edge structures in relation to a topic. The Decompose module acquires and clas-
sifies experts’ knowledge into the knowledge types that are recognized and
monitored by SMART. Its focus is to analyze the domain, breaking its knowl-
edge down into constituent elements, The Network module, an organizational
tool, allows experts 10 connect their extracted knowledge components into an
integrated hierarchical stucture of CEs. Its focus is the synthesis of the knowl-
edge units. Finally, the Assess module (when implemented) will allow the in-
stractional designer to ascertain the validity and reliability of the extracted
knowledge structures obtained from SMEs-an important aspect of any CTA
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approach. Collectively, the DNA-elicited elements and hierarchical structure
provide guidance to SMART in terms of how to structure, track, and modify the
ensuing curriculum,

We now present more detail on the particular knowledge types and struc-
tures that both SMART and DNA distinguish. The purpose is to extend the range
of applicability across domains, as well as provide a coherent basis on which to
make principled decisions regarding instruction.

Knowledge Types

SMART and DNA recognize three knowledge types: symbolic, procedural, and
conceptual (also known as what, how, and why knowledge, respectively). Sym-
bolic knowledge refers to fundamental information including definitions, sym-
bols, formulas, and other basic depictions. Procedural knowledge relates to spe-
cific steps and conditionals underlying a particular procedure or way to accom-
plish a goal. Conceptual knowledge provides the rationale or “big picture” relat-
ing lower level elements together into a system or whole (e.g., Kyllonen &
Shute, 1989; Shute, 1994). The reason DNA makes these knowledge-type dis-
tinctions is because of its interface with SMART, which provides differential
instruction and assessment based on the categorization. To ilustrate the differ-
ential instruction, consider one piece of knowledge—the statistical mean. Sym-
bolic knowledge elements, such as the formula for the mean (g2, LX/N), ame
introduced in a straightforward, didactic manner and assessed by requiring the
recognition and/or generation of an answer. Instruction and assessment of proce-
dural elements, however, can focus either on the knowledge of the rules of a pro-
cedure (procedural knowledge) or the competency with which the procedure is
executed (procedural skill). For example, procedural knowledge may require the
generation of the procedure’s relevant steps {e.g., add all numbers in a distribu-
tion of data, then divide by the total sample size). In contrast, procedural skill
might be instructed in the context of an interactive, probleme-solving environment
and assessed via the application of some rule or procedure {e.g., calculate the
mean of a given data set). Finally, instruction of conceptual knowledge may uss
analogies or the explicit presentation of the big picture, whereas assessment re-
quires extrapolation, induction, deduction, and transfer to novel areas. For exam-
ple, conceptual knowledge of the mean involves understanding and articulating
its relationship to other measures of central tenidency within various distribu-
tions.

As we have shown, the knowledge-type distinclion is imporant 1o
SMART in that it allows for more customized instructional and assessment tech-
nigques to be employed. Consequently, DNA is responsible for acquiring and
categorizing data in accord with these three knowledge types. This is accom-
plished via queries embedded within the program that are specifically crafted to
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focus on ehiciting what, how, and why knowledge. We now tum our attention to
the importance of knowledge structures,

Kunowledge Structures

Although the Decompose module of DNA s intended to elicit and embellish a
variety of curriculum elements, the Network module is designed to capture the
structure of the experts’ knowledge (Chi, Glaser, & Rees 1982; Dochy, 1992,
Jonassen, Beissner, & Yacci, 1993). These structures contain inheritance rela-
tionships among CEs that can provide the basis for assessment (1.e., What is the
current status of a particular CE?), cognitive diagnosis (i.e., What is the source of
the problem, if any?), and instruction (1., What needs to be taught now?). To
enable the structuring of the range of CE types captured during the decomposi-
tion, the Network module includes provisions for approximating both a produc-
tion system framework to represent procedural elements and a conceptual graph
structure 1o reflect conceptual elements, as well as the relationship between the
wWo.

Ulttrnately, it is structured knowledge that provides the curriculum that
we, as educators, research scientists, and/or designers of intelligent instructional
software, wish to impart to learners (Jonassen, Beissner, & Yacci, 1993; Reige-
luth, 1983). The reason for doing so is straightforward: “Structured knowledge
enables mference capabilities, assists in the elaboration of new information, and
enhances retrieval. It provides potential links between stored knowledge and
incoming information, which facilitates learning and problem solving” (Glaser &
Bassok, 1989, p. 206).

Sound CTA approaches consider the nature of the knowledge of the do-
main being analyzed and use an appropriate representation to reflect it. Given
that DNA is designed for developing curriculum for a range of topics, both con-
ceptual and procedural in nature, it is important that this tool be able to accom-
modate a range of knowledge types. Having been designed to accommodate the
knowledge classification used by SMART, and by providing an organizational
aid to support structuring of procedural and conceptual knowledge domains, our
CTA wol should be readied to accomplish this goal.

DINA: How Does it Work?

The Simwation. Two of the authors were posed with the task to develop a
Z-hour training program for medical personnel on how to use the Internet to ac-
cess pertinent data. To develop the curriculum, we used the Decompose module
of DNA o collect relevant elements and procedures on this topic. We present
our actual interactions with the system to tllustrate how DNA operates to obtain
relevant symbolic, procedural, and conceptual knowledge for the domain
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“getting data from the Internet.” This illustration should provide a general sense
of how the program works. For more details on design and functionality, see
Shute, et al. (in press-a).

Interaction Among DNA Program Components

As mentioned, DNA consists of several modules that interact with one another.
The instructional designer (ID) begins with the Customize module and answers &
fairly short series of questions. During the process, he or she specifies the do-
main of interest, delineates the learning goals for the course, identifies the in-
coming knowledge and skills of the learner population (targeted to receive the
course), and indicates the desired flavor of instruction (e.g., teaching the cur-
riculum from a predominately procedural perspective). After the 1D completes
the Customize module, the program automatically generates a customized form
letter that is sent to prospective SMEs, in conjunction with the DNA program,
initialized to reflect the input by the ID. Table 5.1 shows the actual letter pro-
duced by the customize module, which is generated to reflect the requirements of
this Internet curriculum.

TABLE 5.1
Edited Quiput From Customize Module Detailing the Curriculum for the Expent

Dear {Expert’s Name],

- We're writing today to get your help in designing a course on getting data
from the Internet. Before you begin working with the enclosed program,
please sit down and think about the critical things that make you good at
getting data from the Internet.

As you go through the enclosed program and respond to our questions, try to
respond in terms of how you currently perform the job or think about the
particular task. Please don't respond with how you originally learned 1o get
data from the Internet; you have probably developed much better ways of
performing this task since then.

The ultimate goals of the course are for our trainees o)

{1} Identify the components used 10 access the WWW
{2} Identify the syntax and semantics of a URL

(3) Identify various search engines

{4) Know how to connect to the Internet

{5) Know how to bring up various search engines

{continued)
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{7) Know how to navigate to a web site from a hot link :
(8) Enow how to navigate to a web site given any URL
(9) Enow how to get information from the WWW in your hands or into
wour PO
(10} Know how to download files from a web page
(11) Know how to bookmark page(s) for later viewing
(12} Understand the relationship among elements that allow you to view a
page on the WWW
(13) Understand how search engines retrieve relevant data

How specific should you get? You can presume that our trainees will have
the fullowing knowledge and skills: (1) familiarity with Windows 95/98
environment, (2) basic knowledge of the Internet, and (3) basic typing skills.
Therefore, you will not need to define knowledge or skills at a detailed level
in refation to these elements,

When answering questions during the program, please make your responses
consistent with the following distribution: What: 34%; How: 54%; Why:
12%. As you can see, the curriculum is intended to emphasize procedural
knowledge, but also includes “what” and a bit of the “why” knowledge.

Thanks very much for your time,
Sincerely,

[Signature]

The SME receives the letter and begins the program. DNA starts with a 5- to 10-
minute orientation that provides a general overview of the program and includes
a description of the different knowledge types (introduced as what, how, and
why kinds of knowledge). There is also a summary of how the program operates.
After the brief orientation, the expert begins the Decompose module.

Decompose Module

The Decompose module asks what, how, and why questions via a semi-
structured, interactive dialogue with the expert. A different set of questions is
posed to the expert depending on whether symbolic, procedural, or conceptual
knowledge is currently being decomposed. That is, to differentiate the know-
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ledge comprising a domain, different paths of interrogation have been designed
to capture information relevant to each particular knowledge type. Each path
(Le, What—Symbolic knowledge, How-Procedural knowledge, and Why
Conceptual knowledge) has its own interface to accomplish that goal. For
example, to elicit symbolic knowledge, DNA probes for definitions, examples,
and supplemental multimedia links. To elicit procedural knowledge, DNA
probes for detailed, step-by-step information, logical and temporal relations
among steps, and subprocedures. For obtaining conceptual knowledge, DNA
focuses on obtaining relational information among concepts. Responses in all
paths are made via selecting items from list boxes and typing directly into text
boxes.

- One of the three inquiry paths is launched when the SME selects a ques-
tion listed in the Main Question Queue-the first screen of the Decompose mod-
ule. To initialize the list of questions, the program restates the ID-provided
learning goals in question formats consistent with the three knowledge types. For
example, the fourth goal (see Table 5.1) for the topic “getting data from the
Internet” was for students to “know how to connect to the Internet”-a procedural
knowledge goal. The restated question listed in the Main Question Quene, which
would launch the How path, became: “What are the steps that you go through
when you connect to the Internet?”

The following paragraphs illustrate portions of each path in action when
surfing the Internet was being decomposed. We start with the How path because
the dominant flavor of the curriculum to be achieved is procedural {i.e., 8/13 of
the listed learning goals are procedural knowledge).

~ How Path. The How path is used to elicit procedural knowledge. The
primary interface is the Step Editor (see Fig. 5.1), which the expert uses to build
procedures using options 1o list steps, establish conditional statements (ie.,
IffThen), and include necessary connectors {i.e., and-or). Fig. 5.1 presents the
steps for finding information on the Internet corresponding to Goal 6 in table 5.1.

Notice that I Then items are automatically grouped and function as & sin-
gle unit of information. The numbers (i.e., 1, 2, 3) in the Grouping column indi-
cate that elements sharing identical numbers belong to the same group. For ex-
ample, the user cannot separate an If statement from its associated Then state-
ment. Other features include tagging steps with additional information, such as
whether a step is optional or required.

A series of follow-up questions will be implemented in the next version of
the Decompose module. They are intended to clarify procedures that may be
ambiguous. For example, if an expert outlined the procedure; DO A AND B OR C
(without adequate grouping), the program would ask if the procedure was: (DO
(A AND B) OR C} or {DO A AND (B 0R C}}. Follow-up questions also require the
expert to consider alternative conditions and consequences. For instance, sup-
pose the expert created the conditional: IF X, THEN Y, The program would ask if
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FIG. 5.1, The Step Edior interface from DNA's How path illustrating a
procedure,

there are other conditions, besides X, that could invoke Y, and whether there are
actions, other than Y, that may ensue from X,

With these follow-up questions, in conjunction with the user-friendly in-
terface, we anticipate that even individuals who are naive to control structure {or
logic) will be able to provide descriptions that will enable context-dependent
reasoning. This is important because it is conceptual knowledge (i.e., the under-
lying why and how a step is important toward reaching the goal state) that con-
strains a procedure. Therefore, having a conceptual understanding of a procedure
enables one to make inferences during task performance and thus respond appro-
priately when faced with novel circumstances.

What Path. The What path is a series of screens used to elicit symbolic
knowledge. Fig. 5.2 depicts the interface after the expert has entered some rele-
vant terms and definitions related to the topic being decomposed. For instance, in
Fig. 5.2, the expert defined the term "client” and attached a graphics file to this
definition (i.e., an image of a personal computer). This associated picture at-
tachment is denoted by the Mona Lisa icon located below the definition. Experts
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FIG.5.2. Interface from DNA’s What path defining an Internet-
related term.

are free to attach sound files, videos, and other multimedia embellishments in
computer or hard-copy format,

Additional features in the What path, shown on the right-hand side of Fig.
5.2, include examples to help guide the expert when composing definitions. Ad-
ditionally, the expert can view answering pointers that ?wwﬁa how 1o best
phrase responses so the wording in future questions posed by DNA will flow
smoothly. Similar support is available throughout each path of inquiry.

Why Path. The Why path is used to elicit conceptual knowledge. The
interface consists of a series of questions that asks for information that enables
...gn expert to successively build up the concept currently in focus. The first ques-
tion asks the expert to list the main components underlying the current concept
or topic being decomposed (e.g., architecture of the internet). The expert identi-
fied several components that comprise the Internet, such as; PC (personal com-
puter, or client), phone lines (copper, fiber optic), server’s modem, PC's modem
(internal, external), and so on. Fig. 5.3 shows the second screen of the Why path.
The list of components entered on the first screen are presented and the




82 SHUTE, TORREANG, AND WILLIS

WA ~Decompome bode ]

Balow is the it of important thingsissues related w
wuhiteriis of the inkamiel that you just entered. i
Examplos
{chick Examples again for more)
PO {olisnt)

phone lnes {sopper, filer optic)
seever's wodem

PLs enwiden (oberosl or wxernal)
uthiist SOCVELS

Can you tell me how these o
are functionally related? i

Topic: Photography
The camera allows s controlied
amount of light to enter the box and
The shants moderm i connected 10 the servers mogem &) | |Hand on the fitm. The aparture {of
s phune fines. Servers store many web pages which are f-stop) cantrols the size of the hole
ull of information. The server is sonnected to other where light comes in, while the
servers in this warld via T1 or T3 tines. shutter speed determines how
quickly the shuttsr open/closes

behind the lens, Different films have
different sensitivities to light, and
the film-speed selector indicates
what that value is.

&

Flow are tess impurtant thingsfissues t ionally related?

Bock |

FIG. 5.3, Interface from DNA's Why path deseribing relationships among
CoMmponents.

expert is asked to describe how these components are functionally related to one
another. The experts accomplish this via input to the text box that can hold up to
16,000 characters.

The third question/screen asks, “Why is having a functional understanding
of Internet architecture (i.e., the current topic of query) important in relation to
getting data from the Internet” (i.e., the overall domain being decomposed)? One
expert response was, “The Internet is comprised of millions of individual web
pages, each connected o its own server, and each server is connected to all other
servers. This provides a framework for understanding the notion of “the Internet’
and thus how a search engine can travel to so many sites in response to a data-
base inquiry.”

All CE-related information is stored in a Microsoft Access 7.0 database
comtaining multifarious fields such as the CE’s description, unique number,
knowledge type, higher order relations, and so on. When the expert has answered
the initial queries from the main question queue, as well as those generated from
the various paths, he or she may begin the network module.

"
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Network Module

The Network module represents CEs from the Decompose module as graphical
nodes and lets the expert arrange and link them, thereby resulting in a CE higrar-
chy. New CE nodes can be added, deleted, and edited, and the changes are come
municated to the Decompose module via a shared database. Alternatively, if the
expert wants to return to the Decompose module to make CE-related changes,
that is also possible,

Nodes differ by knowledge type. That is, symbolic knowledge elements
are represented as squares, procedural elements by circies, and conceptual ones
as rounded rectangles. Links between nodes differ by type of association (e.g., 15
a, part of, parent of), strength of association (weak, moderate, and strong), and
directionality (uni, bi, or none), which is shown by labels, thickness of line, and
arrowheads, respectively. Fially, nesting can ocour where one can zoom in or
out from a particular node to see more or less detail. Rightelicking successively
expands nodes that have other nodes (i.¢., CEs) subsumed within,

We view one of the primary functions of the network representation as an
organizational aid-—to both 1Ds and SMEs. In general, we expect that this
graphical array will make errors salient 1o an expert viewing the arvay. Problem
areas may then be repaired either in the Network or Decompose module. The
other main function of the graph is in terms of providing an indication of knowl-
edge structure-whether it resembles a production svstem or conceptual graph
dependent on the underlying content. The dependency relationships, as embodied
in the hierarchical structure, should provide the basis for subsequent instructional
decisions.

Assess Module

This last module of DNA, once implemented, is intended to validate conceprual
graphs in terms of content, relationships, and associated material generated by
different experts on the same topic. This module can be implemented in & mun-
ber of ways, each offering different strengths and weaknesses. To illustate, afler
the initial expert (SME-1) has created a database of elements and associated net
work, he or she sends the output {databuse and graphical array) back to the 1D
who sends that out to the subsequent expert (SME-2). 8ME-2 uses SME-1s data
as the point of departure to modify, clarify, and validate the externalized knowl-
edge structure, Alternatively, the program can be sent to muluple experts in par-
allel, who complete the Decompose and Network modules independently and
return the knowledge structures to the 1D, The former option could potentially
result in an anchoring bias to the initlal expert’s output. Although the latter op-
tion avoids this potential anchoring problem, it offers other difficulties in the
synthesis of multiple knowledge structures. Indeed, a combination of
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methods may prove to be the best option; multiple experts independently use the
tool to represent their knowledge, followed by a series of reviews of each output
by other experts for checks on consistency and validity. In short, the assessment
module will allow experts to review and edit the database listing of curricular
elements and graphs of other experts.

Although we have outlined assessment criterion based on consensus, we
believe that additional checks of the output should also be conducted where ap-
propriate. For example, procedural knowledge, after having been validated by a
panel of experts, can be further assessed by executing the procedures outlined
and determining whether, in fact, the actions produce the desired effect or ac-
complish the intended goal. Successful real-world implementation of outlined
procedures offers independent, empirical validation of the knowledge structure.

We have attempted to provide a cursory depiction of DNA’s functionality
in the context of developing a real-world curriculum. Although acquisition and
organization of knowledge elements constitute just a part of the overall devel-
opment of the expert model, they are substantially important. Furthermore, we
believe they are good candidates to be rendered more efficient. Thus we continue
our attempts to automate these processes.

CONCLUSION

In conclusion, we have discussed issues that have motivated DNA’s design. Spe-
cifically, our goal is to increase efficiency in the acquisition and organization of
knowledge and to do so in a principled way. Our approach has been to create a
new cognitive tool that automates the bulk of the interview, transcription, and
organization processes, thus enhancing efficiency.

We have also responded to the criticisms of vagueness and imprecision
within the CTA field by specifying the conditions under which DNA is appropri-
ate and how its products should be used. Specifically, DNA was designed to fill
a particular niche in the realm of CTA—that of providing the knowledge struc-
ture (or domain expertise) for ITSs. In contrast to the typical CTA focus on ex-
pert performance in relation to some task, DNA’s purpose is to develop curricu-
lum for a broad range of topics, procedural or conceptual in nature. The consid-
eration of DNA's purpose and intended topics of analysis led to the implementa-
tion of principled design features (e.g., capturing a variety of knowledge types
and structuring them in a hybrid representation). This infrastructure, in addition
to being principled, contributes to efficiency as it was designed to fit with an
existing student modeling paradigm that should streamline ITS development.

The Decompose module has now been used to elicit data from experts
across various domains, including using the email software program Microsoft
Exchange, descriptive statistics, and surfing the Internet. We have completed one
formative evaluation of the Decompose module (see Shute, Torreano, & Willis,
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in press-b) and the results are quite encouraging. However, we are aware, with
each new research study and subsequent version of the program, that the road to
automating these processes is not on the map.
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DISCOVERING SITUATED MEANING:
AN ECOLOGICAL APPROACH TO
TASK ANALYSIS

John M. Flach
Wright State University

"Experts perceive large meaningful patterns in their domain.”
‘‘‘‘‘ Cooke, (1992, p. 33}

What does it mean for a pattern to be "meaningful”? It is surprising to me that
the issue of meaning is often overlooked in studies of cognition and expertise.
For example, meaning is not included as an index item in Hoffrman's (1992) ed-
ited volume on the psychology of expertise. Further, it is not included in the in-
dexes of other cognitive texts {Anderson, 1995; Gardner, 1985; Mayer, 1992).
Halpern (1996) has two references to meaning. In one citation, Halpern claimed,
in & discussion of memory, that “we can add meaning to information by elabo-
rating on it” (p. 47). The other reference included the claim that “meaningful
information is more easily remembered than nonmeaningful information” (p.
80). Solso (1995) has two index entries to meaning. Both entries refer to the in-
terpretation or meaning of words.

It seems that, in cognitive psychology, the term meaning is Synonymous
with interpretation. The meaning of something is the interpretation of a pasticular
agent. In this context, it makes sense to talk about adding meaning by the sct of
interpretation. Meaning comes into being when an observer relates one observa-
tion to previous experiences. This use of meaning probably has its roots in the
linguistic and verbal learning traditions of cognitive psychology, where the stim-
uli were often words. In this context, the staternent at the beginning of this sec-
tion might suggest that the meaningfil patterns exist in the mind of the expert. In
other words, meaning is added to the pattern as a result of the expert’s knowl-
edge—meaning is the product of information processing.

An alternative perspective would be to define meaning as synonymous
with significance. Meaningfulness might be defined independent of any particu-
lar observer or interpretation. For example, the pattern may be significant be-
cause of its implications for some function. The pattern might signify some
threat or opportunity relative to the functional goals within a work domain. In
this sense, the pattern would be meaningful regardiess of whether that meaning
was appreciated by any particular observer. One would expect that patterns that
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