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Abstract

Smithtown is an inteliigent tutoring system designed 1o
enhance an individual's scientific inguiry skills as well
as lo provide an environment for tearning principles of
basic microeconomics. It was hypothesized that com-
puter instruction en applying effective interrogative
skills fe.q,, changing one variable ar g time while holding
all else constant) would yi imately lead to the acquisition
of the specific subject matter. This paper presents an
evaluation of Smithtown i two studies of individual
differences in learning. Experiment 1, an exploratory
study, demonstrated that Smithtown fared very well
when compared 1o traditional instruction on economics
and delineated the performance indicators which sepa-
rated better from worse learners in this discovery enyi-
fonment. Experiment 2 extended the findings from the
exploratory study using a farge sample of subjects
iIN=530] from 3 different population interacting with
Smithtown and showesd that the performance ndicators
relating to hypothesis generation and testing were the
mest predictive of successiyl learning in Smithtown,
accounting for considerably more of the VBIENLe in our
learning criterion than a measure of general intel
ligence. Overall, the system performed as expected,

Tutoring on scientific inguiry skills resulted in mereased
knowledge of microeconomics, The differentiay

ftiatng be-
haviors between mare and less successfyl subjects
WeIe in agreement with specific behavisrs refating to
individual ditfersnces found in general studies on prob-
lem solving and toncept formation. From an instructional
perspective, the behaviors we have denoted can serve
as a focal point for ralevant intervention studies. From E
dasign perspective, findings from these studies suggest
modifications o intelligent wierning systems sg they may
be more like the individuatized teaching systems thay
have the potential 1o be.

=

Smithtown is an intelligent twicring system
designed as 3 Guidad discovery world
whose primary goal is to assist individuals
in becoming more systematic and scientific
in their discovery of laws for g given do-
main. A second goal of the system is to
impart specific content knowledge in mi-
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croeconomics, specifically the laws of sup-
ply and demand.

This paper presents a large-scale eval-
uation of Smithtown with regard to these
two goals. The first study compared declar-
ative knowledge acquisition between sub-
jects interacting with this system, students
enrolled in an introductory economics
course, and a control group using both
quantitative and qualitative measures. Fo-
cusing on the group interacting with Smith-
town, we analyzed differences in the behav-
iors {or performance indicators) between
those individuals that were successful in
this type of discovery environment VEersus
those less successfyl. “Success” was de-
fined as a large gain score in performance
from a pretest battery of economic con-
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cepts to posttest battery scores, The second
study analyzed data from a large group of
subjects (M = 530) interacting with the sys-
tem to see which performance indicators
were correlated with a dependent measure
of learning as well as a general intefligence
measure. Of interest was whether these
data replicated the findings from the first
study that employed a smaller sample from
a different population, as well as investigat-
ing the nature and range of the refationship
between general intelligence and learning.

Scientific inquiry can be seen as a
problem-solving activity involving both
top-down and bottom-up processing of in-
formation (Greeno & Simon, 1988). We are
particularly interested in training scientific
inquiry skills which include: (a) generating
and testing hypotheses, (b) observing, re-
cording, and organizing data resulting from
experimental tests, (¢) modifying hypothe-
ses in accordance with the results, and (d)
inducing regularities and laws (Shute,
Glaser, & Raghavan, 1989},

Generating and testing hypotheses
using observations and empirical findings
is important to scientific work, as well as to
the acquisition of knowledge in general.
When hypotheses are generated and new
information is obtained, they serve as a ba-
sis for confirming or refuting perceived reg-
ularities and lawful relationships. There are
two problems associated with induction
and hypothesis testing. First, many learners
can induce regularities or patterns, but do
not treat them as hypotheses to be tested,
Second, even when subjects realize that
they should test a hypothesis, they may use
faulty methods or procedures that do not
gugrantee that the inferences drawn on the
data are reasonable and/or relevant to the
world or system being observed.

Previous studies of induction have
mainly focused on inducing a rule or classi-
fying relatively abstract stimuli into catego-
ries on the basis of feedback about classi-
fication errors and other information (see
Pellegrino & Glaser, 1980; Smith & Medin,
1981). Given our interest in exploratory en-
vironments, we see this large literature as
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relating mostly to passive induction where
learners induce rules, make hypotheses,
and classify and taxonomize observations
on the basis of experimenter-controlled
presentation of predetermined instances.
However, a more active process is apparent
when the learner can select variables, de-
sign instances, and interrogate his or her
existing knowledge and memory for recent
events. To study the latter form of induc-
tion, we apply a research paradigm that
allows us to examine active experimenta-
tion in which learners explore and generate
new data and test hypotheses with the data
they have accumulated in the course of
their investigations. Recent experimental
technology and computer modeling have
made this type of experimentation feasible
(Klahr & Dunbar, 1988: Bonar, Cun-
ningham, & Schultz, 1986; Michalski, 1986:
Yazdani, 19886).

Facilitation of scientific inquiry skills
has been investigated by White and
Horowitz (1987) via their ‘Thinker Tools’ en-
vironment. Their approach was to first mo-
tivate students to want to learn by pointing
out errors and inconsistencies in their cur-
rent beliefs. Second, the students were
guided through a series of microworlds,
each one more complex than the preceding
one with the objective of evolving more
precise mental models of the subject mat-
ter (i.e., Newtonian mechanics). Third, the
students had to formalize their developing
mental models by evaluating a set of laws
describing phenomena in the microworld.
Finally, the students had to apply the se-
lected law to see how it predicted real
world phenomena.

A difference  between White &
Horowitz's approach and our approach is
the degree of student control in the learn-
ing process. It is our belief that 2 more ac-
tive process can be more facilitating 1o
knowledge and skill acquisition, especially
in conjunction with tutorial assistance on
strategies related to testing generalizations.
We believe that discovery learning can con-
tribute to a rich understanding of domain
information by enabling students to access
and organize information themselves.
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Evajuation of Smithtown

Thus, applying interrogative skills is the “ge-
tive process’ that leads to learning in dis-
covery situations. A proposition to be eval-
uated in this research is that effective
interrogative skills are teachable or train-
able if they can be articulated and practiced
under circumstances which require their
use,

Another hypothesis to be tested in this
research is that intelligent tutorial guidance
on effective inquiry skills, combined with a
discovery world environment, can trans-
form haphazard problem solving pro-
cedures into efficient, methodical fearning
procedures, Such a transformation arises
from an individual's own actions and hy-
potheses. Thus, a second proposition to be
evaluated in this research is that focusing
on the tutoring of specific inquiry skiils
should consequently lead to learning the
subject matter,

The remainder of this article will be or-
ganized as follows. First, we overview the
system and present the two knowledge
bases in Smithtown: Inductive inquiry skills
and economic knowledge, Second, we
show how individuals can maneuver within
the Smithtown environment. Third, we in-
clude a section describing our exploratory
investigation (Experiment 1) into individual
differences in learning within this environ-
ment. Fourth, we Present results from com-
paring the learning outcomes of subjects
using Smithtown with another instructional
treatment and no treatment. This section
also includes the results from an analysis of
effactive performance characteristics of the
subjects in the experimental group. Fifth,
we discuss a large scale confirmatory anal-
ysis of data (Experiment 2) obtained from
subjects using Smithtown. Finally, we con-
clude with a general discussion of the edu-
cational and scientific importance of these
studies,

SMITHTOWN

The main goal of Smyt 1town is to enhance
students’ general problem solving and in-
ductive learning skills. It does this in the
context of microeconomics, providing an
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environment that fosters learning the laws
of supply and demand, Smithtown is a
highly interactive program, allowing stu-
dents to pose questions and conduct exper-
iments within the computer environment,
testing, and enriching their knowledge
bases of functional relationships by manip-
ulating various economic factors,

Since Smithtown was designed to be a
guided discovery environment, there is no
fixed curriculum. Rather, the student gener-
ates his or her own hypotheses and prob-
lems, not the system. After generating a
hypothesis le.g., 'Does increasing the price
of coffee affect the demand for Cremora?’),
the student tests jt by executing a serjes of
actions, such as collecting baseline data on
Cremora (e.g., the equilibrium price, the
quantity demanded at that price), entering
the coffee market and increasing the price
of coffee, the returning to the Cremora mar-
ket and observing the ensuing changes to
relevant variables. To make this affect more
satient, data may be plotted, such as super-
imposing two demand curves for Cremora,
both before and after the price change was
made to coffee. This series of actions for
creating and executing a given “experi-
ment” defines 3 student solution.

Smithtown has the instructional goal of
teaching general problem solving skills. In-
stead of 3 curriculum-based instructional
sequence, Smithtown relies On a process of
constantly monitoring  student actions,
looking for evidence of good and poor be-
haviors, and then coaching students to be-
tome more effective problem solvers. The
system keeps a detailed history list of a1
student actions, grouping them into {ie,
interpreting them as) behaviors and solu-
tions. Smithtown diagnoses solution quali-
ty in two ways, it looks for overt errors by
tomparing students solutions with its
"buggy critics” which are sets of actions or
nonactions that constitute suboptimal be-
haviors, It also CoOMmpares student solutionsg
with its own “good critics” or expert soly-
tions, Discrepancies between the two are
collected into a list of potential problem
areas and passed on to the coach for possi-
ble remediation.
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Another area of 'intelligence’ in Smith-
town resides in its knowing about econom-
ic relationships among different variables.
After a student conducts an experiment or
series of experiments, collects data testing
a hypathesis, and evaluates the results, he
or she is in a position to make a generaliza-

tion about an economic phenomenon. The
student may state this generalization in the
hypothesis window. The system compares
the learner’s input with known relation-
ships, and if the student states a valid prin-
ciple or law governing economic variables
(e.g., As price increases, quantity de-
manded decreases), he or she is informed
that their articulated hypothesis was cor-
rect {e.g., ‘Congratulations! You have just
discovered what economists refer to as the
law of demand’), incorrect, or not under-
stood by the system.

Figure 1 shows the flow of information
and control in Smithtown; that is, the possi-
ble interactions one may have with the sys-
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tem as well as the modules of the program,.
The student takes some action in the envi-
ronment, Particular sequences of actions
constitute different inquiry behaviors that
the system matches against known behav-
icrs, both good and bad. The system's
coach provides feedback to the student
based on the type of error shown (i.e., an
overt error: demonstrating a buggy behav-
ior, or an error of omission: not doing
something that was appropriate at the
time), mediated by some pedagogical
heuristics (e.g., first address buggy behav-
iors before addressing errors of omission,
or if several behaviors are confirmed, ad-
dress the more critical one with the higher
weight first). If the student action is to spec-
ify a hypothesis, the system pattern
matches the statement against known eco-
nomic relationships and provides feedback
appropriately.

Most intelligent instructional systems
require some kind of knowledge base (de-
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clarative or procedural) to be learned. We
now detail Smithtown's two-system knowl-
edge bases: one for inductive inquiry skills
{procedural knowledge, or knowing how to
do X) and the other for econemic concepts
{declarative knowledge, or knowing about

X}

Inductive Inquiry Skills

Scientific inquiry behaviors were delin-
eated and categorized by an earlier study
conducted with Smithtown yielding infor-
mation about effective and ineffective be-
haviors for m‘fermgatmg a new domain
(see Shute & Glaser, in press). Some exam-
ples of “good” inquiry behaviors would be
changing one variable at a time while hold-
ing everything else constant and conscien-
tiously recording relevant data in the online
notebook. These behaviors were coded into
rules and the System monitors a learner's
actual behaviors with respect to these
rules. Thus the system recognizes se-
quences of good behaviors and also se-

quences of ineffective or buggy behaviors.

If a student is performing satisfactory in
the environment {i.e., not repeatedly manij-
festing buggy behaviors and learning eco-
nomic concepts at a reasonable rate), he or
she will not be interrupted except to receive
oceasional congratulatory feedback when
relevant, However, if the system deter-
mines that a student is floundering or dem-
onstrating buggy behaviors, the coach will
intervene and offer assistance on the spe-
cific problematic behavior(s). For instanca,
if a student changes many variables at one
time without first looking at the bassline
data, the following rule would be invoked
{paraphrased):

i The student changes maore than
bwo variables ar 2 time pricr to
collecting baseline dats for
given market, and it I8 early in
the session where the experiment
number (s less than four

Then Increment the Multiple Variabie
Changes’ bug count by 1 sng
pass the list to the coach for
possible assistance.

%jl

If this rule count surpasses a threshold
vealue (e.g., three times), then the coach
would appear on the screen, informing the
student, '/ see that you're changing severa/
variables at the same time, A better strate-
gy would be to enter » market, see what the
data look like before any variables have
been changed, then just change one vars.
able while holding all the others constant.”

We also created a list of specific perfor-
mance measures to determine the type of
actions yielding differential performance in
this environment. These performance or
learning indicators were extracted from the
student history list and arrayed by com-
plexity, from low-level, simple counts of ac-
tions (e.q., total number of notebook en-
tries made) to higher-level, complex
behaviors {e.g., number of times a general-
ization of a concept was made across re-
lated goods). These indicators appear in
Appendix A and Serve as one data source in
this study on individual differences inlearn-
ing in Smithtown.

Economic Concepts

The second knowledge base concerns func-
tional relationships amonyg economic vari-
ables relating to supply and demand in a
competitive market. The concepts were se-
lected following discussions with an eco-
nomics professor about relevant concepts
foran inzrsdu{:mry microeconomics course,
Definitions can be seen below:

Demand: The buyer’s side of the mar-
ket is called demand. The law of demand
says that the quantity of a product which
Lonsumers would be willing and able to
buy during some period of tims is inversely
related io the price of the product. Graph-
ing this relationship results in 3 demand
Curve showing how the quantity demanded
of a good or service will change as the price
of that good or service changes, holding all
other factors constant.

Supply: The seifer’s side of the market
is called supply. The law of supply is that



the quantity of a product which producers
would be willing and able to produce and
sell is related to the price of the product in a
positive function. Graphing price and quan-
tity supplied results in a supply curve.

Equilibrium: There are many factors
that influence the price of a given product,
but when a price is reached where the
quantity supplied is equal to the quantity
demanded, that market is at a point of equi-
librium. Competitive markets always tend
toward points of equilibrium.

Surplus: If the market price is higher
than the equilibrium price, buyers will de-
mand smaller quantities than sellers are
supplying. This will create a surplus. Sur-
pluses of unsold goods will tend to lower
the price down toward the equilibrium
level.

Shortage: If the market price is lower
than the equilibrium price, buyers will de-
mand larger quantities than sellers are sup-
plying, thus creating a shortage. Shortages
will lead to price increases, and the price
will rise toward the equilibrium level.

Change in Demand: A change to vari-
ables other than price will cause the entire
demand curve to shift, depending on which
variable is changed and the magnitude of
the adjustment. Some of the variables in
Smithtown that can be manipulated and
that shift the demand curve are: per capita
income, population, interest rates, weather,
consumer preferences, and the price of
substitute and complementary goods.

Change in Supply: Again, changing
certain variables other than price in Smifth-
fowrn will cause the entire supply curve to
shift, depending on the variable and the

amount of change. The variables or town
%f*ﬁ:}{g hat can be manipulated to effect
supply curve shift include: Izbor costs,
number of suppliers, as well as some of the
variables mentioned above le.g., weather).

New Equilibrium Point: Equilibrium,
once established, can be disturbed by
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changes in demand and/or supply. If de-
mand and’or supply change, a surplus or
shortage will result at the original price,
and the price will move toward a new equi-
librium. A shortage at the original price will
cause the old price to rise to the new level
and cause changes in the quantities sup-
plied and demanded. A new equilibrium

I be established at the second price and
the second quantity.

Additional Concepts: Besides the
above economic concepts, at least two
more can be learned from the discovery
world, although they are not explicitly rec-
ognized by the system: cross elasticity of
demand and supply. Cross elasticity of de-
mand indicates how a change in one mar-
ket affects the demand in a related market
while cross elasticity of supply indicates
how a change in one market affects the
supply in a related market.

To learn the concepts embedded in
Smithtown, students are free to manipulate
variables, observe the effects, and apply
the online tools to organize their informa-
tion in an effective way. Tools available for
these activities include a notebook for col-
lecting data from experiments (Figure 2}, a
table to organize data from the notebook
(Figure 3}, a graph utility to plot data {Fig-
ure 4}, and a hypothesis menu to formulate
relationships among variables (Figure 5).
Three history windows ailow the students
to see a chronological listing of all actions,
data, and concepts learned,

Students’ experiments are independently
created and executed, thus unigue to each

dividual. The system recognizes two
types of systematic investigations: (1)
explorations——observing and obtaining in-
formation from Smithtown in order to gen-
erate hypotheses about the microeconomic
concepts and laws, and (2] experiments—a
series of student actions conducted to con-
firm or differentiate hypotheses (see Shra-
ger, 1985, for a similar demarcation). Exper-
iments are associated with a specific
prediction from the 'Prediction’ menu while
explorations are not. Moreover, the system
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does not provide coaching while a learner
is in ‘exploratory mode’. Only when a per-
son is classified as conducting an experi-
ment does he or she receive feedback on
behaviors,

The procession of events a person goes
through in creating an experiment are
fixed. First a student selects a market to
investigate from the ‘Goods Menu’ (see Fig-
ure 6a). The selection of markets to include
in the system was based on interesting re-
lationships existing among different goods,

such as complementary asso e::»;zf ng leg,
Ground beef and hamburger buns), substi-
tute goods {e.q., coffee and tea) as well as

more complex reiat f‘%ﬁghsﬁg (e g,f large
cars, compact cars, and gasoline), Next, th

@

ckage for plot

ting dats

student informs the system of his or her
experimental intentions by identifying vari-
ables of interest from the ‘Planning Menu’
(see Figure 6b}. After choosing the focal
variables for further experimentation, a stu-
dent is free to make changes to any of the
town *‘amors {see Figure 6¢j. For each new
experiment, the gyzé%m asks the student if
he or she would like to make a prediction
regarding the planned experiment. If the
student says ‘No’, the next menu to appear
is the "Things To Do Menu’. If the student
replies 'Yes', a window appears where spe-
cific statements can be entered about pre-
dicted outcomes. For example, if a student
wanted to investigate the relationship be-
tween income and the demand for large
cars, and then proceeded 1o increase the
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per capita income, a correct prediction
would be, “"Demand for large cars will
increase.”

Subsequent to setting up an experiment,
the subject engages in activities from the
‘Things To Do” menu. All formal experi-
ments are implemented from this main
menu where ten options are provided, out-
lined below.

1. See market sales informa-
tion. This window displays the
current information on the state
of the market (see Figure 2,
‘Smithtown Market Window').

2. Computer adjust price. The com-
puter will increase or decrease
the price, whichever brings the
current market closer to equilibri-
um. This occurs in successive ap-
proximations rather than chang-
ing the state immediately into
equilibrium.

3. Self adjust price. This option
provides the student with an on-
line calculator and allows the
price of the particular good to be
changed within a prescribed
range of values, specific, and re-
alistic to each good.

4. Make a notebook entry. The stu-
dent selects variables to record
and the current values are auto-
matically put into the notebook.

5. Set up table. The table package
allows the student to select vari-
ables of interest from the note-
book, put them together in a ta-
ble, and sort on any selected
variable, by ascending or de-
scending order.
Set up graph. The graph utility
allows a student 1o plot data col-
lected from his/her explorations
and experiments. This provides
an alternative way of viewing re-
lations between variables.

7. Make a hypothesis. The hypoth-
esis menu allows students to
make inductions or generaliza-
tions from relationships in the
data they have collected and or-
ganized, There are four connect-
ed menus of words and phrases
comprising the hypothesis

»
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menu.  First, the “connector
menu’ includes the items: if,
then, as, when, and, and the. The
“object menu” contains the eco-
nomic variables used by the sys-
tem. The “verb menu’ describes
the types of change, like de-
creases, increases, shifts as a re-
sult of, and so on. Finally, the
“direct object menu” allows for
more precise specification of
concepts such as: over time,
along the demand curve,
changes other than price, ete.
8-10. Experimental frarmmeworks. Three
“experimental frameworks’’ pro-
vide the student with easy ma-
neuvering within and between
experiments, These include:
Change Good, Same Variable(s):
Same Good, Change Variable(s):
and Change Good, Change Vari-
able(s). They are used to change
10 a new market while holding
the independent variables the
same, change town factor(s)
while holding the market con-
stant, or change town factor(s)
and the market, respectively,

Three history windows are also includ-
ed in the system, accessible to both stu-
dents and system. Histories are maintained
in the Student History window of each ac-
tion taken as students continue to perform
different explorations and experiments. In
addition, the Market History window keeps
a record of all variables and associated val-
ues from every experiment conducted. Fi-
nally, there is the Goal History window,
providing a representation of economic
concepts the student has successfully
learned as well as those yet to be learned.

In order to optimally induce the lawful
regularities in this environment, a model
sequence of iterative behaviors in Smith.
town would involve: exploring the world
{informally}, developing a plan for investi-
gation {(more formally}, choosing online
tools or techniques for executing the plan,
collecting and recording data from the ex-
periment, organizing the results, seeing if
the data confirm or negate prior beliefs,
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constructing a problem representation,
modifying the problem based on discrep-
ant results, refining the problem based on
additional information, recognizing dis-
crepancies between the result and expecta-
tions, testing findings in additional realms,
and finally, generalizing a principle or law.
Howaever, people differ in their application
of these skills. Individual differences will be
discussed in the next section,

EXPERIMENT 1:
EXPLORATORY STUDY OF
INDIVIDUAL DIFFERENCES
AND LEARNING

The two main research questions un-
derlying this investigation were: {1} Did in-
dividuals interacting with Smithtown ac-
quire as many economic concepts as
students from a traditional classroom envi-
ronment? and (2) In terms of specific ‘learn-
ing indicators’, what are the characteristics
of those individuals who WEre more syc-
cessful in learning in this type of environ-
ment as compared to those less successful?
The data source for the first question corre-
sponded to scores on a battery of pretests
and posttests of economic knowledge de-
veloped by an economics expert waorking
on the project. The dats sources corre-
sponding to the second question were de-
tailed computer history lists of 4l student
actions as well as verbal protocols from
each student about justifications for each
action. These data were used in computing
values for the learning indicators for each
person across three two-hour sessions with
the tutor.

This exploratory study of individual dif.
ferences and learning took 3 problem soly-
ing perspective. Sternberg (1981) made a
distinction between two forms of metacog-
nition in problem solving: global planning
and local planning. Global planning refers
to a sirategy that applies to a set of prob-
lems and does not focus on the characteris-
tics of a particular problem. Locat planning

refers to a strategy that is sufficient for soly-
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ing a particular problem within a given set.
Sternberg finds that better reasoners spend
more time in global planning of a strategy
for problem solution and relatively less
time in local planning. Similarly, in studies
of writing, Hayes and Flower (1986) point
out that experts attend more to global prob-
lems than do novices. Novices focus on the
conventions and rules of writing while ex-
perts make more changes that affect the
meaning of the text. In physics, differences
in problem solving between novices and
experts also relate to surface and deep
problem representations (Larkin, McDer-
mott, Simon, & Simon, 1980; Simon & Si-
mon, 1978). Experts work in a more top-
down manner indicating that a general so-
lution plan is in place before they begin the
manipulation of specific equations while
novices approach problems in a more
bottom-up manner, manipulating equa-
tions to solve the unknown,

These findings indicate that individual
differences in inductive problem solving
can be defined in terms of the global and
local aspects of performance, or attention
to specific versus more general features of
the preb%em~sa¥v§ng task. In a discovery
learning environment, following findings
by Klahr and Dunbar {1888, we translate
this distinction to date-driven performance
in contrast to behavior which is maore
hypothesis-driven. In our environment
task, an individual obtains data (either self-
or computer-generated). On the basis of
these data, the individual then induces gen-
eralizations or hypotheses which drive fur-
ther data collection, data organization, and
experimentation. Based on the literature
cited above, we anticipated that good rea-
soners might display hypothesis-driven
performance earlier in their discovery activ-
ity, and use their hypotheses as perfor-
mance goals in contrast to more sustained
but indiscriminate data collection. For ex-
ampie, a good subject may plan to test the
effect of changing the population of Smith-
lown on the demand for donuts, hypothe-
sizing that if population increased, the de-
mand for donuts would increase. He or she
would record baseline data on donuts,
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make the desired change to population, re-
cord the new data, and ¢ mpare these data.
A less planful subject may similarly change
the population and look at the data within
the donut market, but without a higher level
goal or hypothesis in mind. Data-driven in-
duction is not completely unacceptable
since individuals come to the task {(Smuth-
town} with preconceived notions of regu-
farities in the world of economics and they
manipulate data and experiment on the ba-
sis of their a priori hypotheses. So, the dis-
covery process that we study here does in-
volve some combination of data-drive
induction and hypothesis-generated data
which guide performance.

METHOD

Subjects

Thirty undergraduate students enrolled
at the University of Pittsburgh participated
in this study. None had any formal econom-
ics training or previous economics courses.
The age range was from 18 to 25 years and
there was about an equal distribution of
mates and fermales in this sample. Subjects
comprising the Smithtown and control
groups were obtained from responses to
campus advertising and paid for their par-
ticipation. Subjects enrolled in an introduc-
tory economics class volunteered to partici-
pate. All subjects were debriefed about the
purpose of the experiment at its conclu-
sion.

Procedure

Three groups of subjects were used in
the study: {a) Students who received class-
room instruction on introduclory econom-
ics, (b} A control group which received no
economics instruction, and (¢} Students in-
teracting with Smiithtown. There were ten
subjects per group, All subjects took a pre-
test battery of economic concepts, received
their respective interventions, and then
took the posttest battery. The elapsed time
between test batteries was about equal for
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all groups (i.e., about two weeks). The eco-
nomics classroom group had two and one
half weeks of instruction on the issues of
supply and demand, the control group sim-
ply returned in two weeks for the posttests
{no intervention} and the Smithtown group
spent, individually, about five hours inter-
acting with the system, broken down into
three sessions across two weeks.

The chapter covered by the economics
class during the treatment phase corre-
sponded to the identical material/
curriculum covered by the group working
with Smiithtown (i.e., the same introductory
economic principles involving the laws of
supply and demand in a competitive mar-
ket).

Prior to their first real session with the
system, the group using Smithtown were
given a Guide to Smithtown. This three-
page booklet informed them of their goal
{i.e., to discover principles and laws of eco-
nomics) and how to best achieve that goal
{i.e., to imagine themselves as scientists,
gathering data and forming and testing hy-
potheses about emerging economic princi-
ples and laws). The Guide overviewed
some of the online tools available in Smith-
town with examples provided on how to
use them. Finally, the Guide emphasized
that the individual would probably make
errors or get stuck, but to try to learn from
the mistakes. A glossary of terms (e.q.,
mouse, menu} concluded the Guide and the
students were free to take it home with
them between sessions. The Guide did not
contain any information about economics
principles,

The test battery used in this study was
developed by an economics instructor at
the University of Pittsburgh. The battery
consisted of two tests, multiple choice, and
short answer, and paraliel forms were con-
structed for pretests and posttests. The
tests were pilot tested to ensure clarity of
instructions, proper timing, and the appro-
priate level of difficuity. After test develop-
ment, the batteries were reviewed by an
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Table 1.
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Percent Correct on Pretests and Posttests {Multiple Choice = MC;

Short Answer = SA; Combined MC and 8A = AV(E)

Control Classroom Smithtown
s R .
MC SA AVG MC SA AVG MC SA AVEG
e SO
Pretest
M o= 480 54.0 5¢.0 46.8 50.0 48.4 48.0 47.0 47.5
SO = 11.5 182 9.2 128 11.5 131
Controf Classroom Smithtown
MC SA AVG MC SA AVG MC SA AVG
—— —— DT YR
Postiest
M o= 54.8 59.7 57.3 64.0 857 74.8 61.0 843 72.7
S0 = 4.6 17.2 5.4 8.5 1.8 6.3

independent economics instructor for con-
tent validity (i.e., completeness and accu-
racyl.

RESULTS

Group Comparisons

The group means by testing occasion
(pretest, posttest) and test type {multiple
choice, short answer) are presented in Ta-
ble 1 and Figures 7a and 7b. First, note in
Table 1 and Figure 7 that the three groups
did not appear to differ on their pretest
scores which assessed incoming econom-
ics knowledge (around 50% accuracy on
both pretests). A post hoc MANOVA, com-
puted on data from the two pretests, con-
firmed this observation: Faga = 0.49; p =
0.74.

The primary hypothesis of this study
was that fostering the use of specific inqui-
ry skills should facifitate the learning of spe-
cific domain knowledge; in this case, eco-
nomics. This was tested by the interaction
between testing occasion {i.e., pre vs. post-
test for both the muitiple choice and short
answer tests) and the instructional treat-
ment {i.e., control, classroom, and Smith-
town). Thatis, did the three groups perform
differently from pretest to posttest? This in-
teraction was significant when a MANCOVA

was computed on these date (Fass = 5.66:
£ < .001),

Subsequent analyses were also con-
ducted on planned comparisons between
the different treatment groups. The first
comparison between the experimental
group (Smithtown) and the classroom
group was not significant (Fase = 0.36;p =
70}, implying that the two groups did not
differ on relative pretest to posttest im-
provements. However, the comparison be-
tween treatment (classroom and Smith-
town) and control was significant (F, ., =
16.86; p < .001). Thus, the classroom and
Smithtown groups showed equivalent im-
provements and greatly exceeded the per-
formance of the control group,

When the data were analyzed sep-
arately for each test type (multiple choice
and short answer), the comparison of class-
room and Smithtown groups versus the
control group revealed no significant differ-
ences for the multiple choice test (Fyp =
1.63) but a significant difference for the
short answer test {(Fi4 = 34.94; 2 < 401)
That is, the instructional treatments appar-

Tin Figure 7h, the ‘adjusted percent correct’

was used for the multiple choice test data 1o
adjust the mean score for guessing: Number
right - (Number wrong/number of alternative
choices - 1)
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Mean % Correct

|
88 - i
75
85
8
45
?
35 . ‘ !
Pretest Pusilest
Short Answer Data
= Contrel . v Classroom % Smithiown

Figure 7a. Experiment 1: Pretest and posttest
data from short answer test (by groups)

ently had their greatest effect on the cog-
nitively complex task of recalling and artic-
ulating economic concepts (e.g., List &s
many important factors as you can causing
the demand curve for a good or service to
shift to the left or right) as opposed to the
cognitively simpler task of simply choosing
a correct response from alternatives.

Thus, the Smithtown group, with con-
siderably less time on task, performed the
same as students in the traditional class-
room environment on tests of economic
concepts. It is important to note that al-
though the economics classroom group re-
ceived almost twice as much instruction/
exposure to the subject matter as did the
Smithtown group (i.e., about 11 hours vs. 5
hours, respectively), the groups did not sig-
nificantly differ on their posttest scores.
Moreover, the Smithtown system did not
tutor economic knowledge directly. Rather,
the tutorial assistance was in terms of di-
recting the subjects’ scientific skills.
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Adjusied Mean % Correct

88 !

75 -

45

Pratest . Postiest

Multiple Choice Data

= Control = Classroom - Bmithtown

(B)

Figure 7b. Experiment 1: Pretest and posttest
data from multiple choice test {by groups)

Analysis of Successful and
Unsuccessful Learning
Behaviors

Of particular interest to our research
was the behavior within the Smithtown
group. We wanted to know what the more
successful subjects did differently than the
less successful subjects in terms of specific
tearning behaviors. For example, maybe
the successful subjects were simply more
active in the environment, or recorded data
into their notebooks more conscientiously,
or perhaps the effective subjects generated
more testable hypotheses compared to the
less effective subjects.

We examined whether the low-level be-
havioral indicators relating to “activity level’
differentiated effective fresz, ineffective
learners, compared with the higher level
indicators relating to ‘data management’
and ‘thinking and planning’ skills (see Ap-
pendix A for a listing of &ll learning indica-
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tors). These learning process data (or learn-
ing indicators) thereby allowed ys to
Capture learning in progress and then ex-
amine the precise behaviors that vielded
more from less successful performance in
this guided discovery environment. Qur
theoretical framework suggests a major
role for the higher level indicators,

Table 2 presents the ten experimental
subjects with their pretest and posttest
scores. Of interest were those individuals
scoring: (a) Low on the pretests but high on
the posttests {more successful), and (b)
Low on the pretests and low on the post-
tests (less successful). We are not inter-
ested in individuals who scored high on
both the pre- ang the posttests as that
would imply some domain-related incom-
ing knowledge. Only one individual (CR]) fell
into this category. As seen in Table 2, there
are five subjects with large gain scores and
four subjects with smaller gains on the eco-
nomic test batterjes. Having made this dis-
tinction between ‘more’ and ‘less’ success-
ful learners in Smithtown, we can contrast

Table 2. Smithtown Subjects’ Scores
on the Economic Tests {Combined Scores:
Multiple Choice and Short Answer Tests)

Subjects Pre Post Gain
e A s .
Large Gain

{above mean)

CF 40.2 834 43.2
BwW 53.7 83.9 36.7
JH 42.7 73.8 31z
ML 54.2 84.4 302
cs 42.7 70.4 277
Small Gain

{below mean)

58 533 754 22
Jg 54.2 784 21z
HT 43.1 568 137
(824 51.7 584 7.7
Constrained Gain

{high on Pre ang

Posttests}

CH 778 84.4 5.8
Oversll M1 51.0 78.0 254
S 12.0 10.0 1

these two groups by their performance in-
dicator data.

We collapsed data for each subiject
across their three sessions with Smithtown
into a single index for each of 30 learning
indicators. The indicators can be broken
down into three rational categories: {1)
General activity level indicators, (2) Data
management skills, and (3 Thinking and
planning behaviors. Each of these broad
categories Encompasses multiple individy-
al indicators.

Two data sources were used to com-
pute the performance indices: detailed
computer history lists of al] student actions,
and verbal protocols from each student
about justification for each action (i.e., what
they expected to see after a particular ac-
tion, and what their plans were for further
experimentation). We then standardized
each person’s indicator scores.

As expected, more and less successfyl
subjects differed mostly on performance
measures relating to thinking and planning
skills (i.e., the category fepresenting the
most complex learning indicators and re-
flecting effective experimental behaviors).
There were fewer, but substantial differ-
ences on indicators from the data manage-
ment skills category. Indicators from the ac-
tivity level Category did not discriminate
between our two sets of subject. “Differ-
ences” in this context were defined ag at
least one standardized unit between the
tWo groups per indicator. The particular in-
dicators that best differentiated our sub-
jects were as follows (ordered from most to
iBast éif%sssmigiif‘sg}:

Generalization. The more sffective
subjects would test thelr developing eco-
nomic beliefs in different markets 1o see
they wers upheld, while the fess effective
subjects typically would not initiate experi-
mentation across markets, These behaviors
are represented by indicators 22 and 23 {in
Appendix A} and involve both generalizing
emerging principles to refated markets
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{e.g., investigating the effects of a manipu-
lation on substitute or complementary
goods) or testing beliefs out in unrelated
markets to see the limits and extent of a
particular concept. Since some of the town
factors have global effects and some have
only limited effects, it is good scientific
practice to try out things in various mar-
kets. For instance, changing the prevailing
interest rate in Smithtown would affect the
demand for large cars but not for ice cream,
while changing the population would im-
pact the demand in relation to both mar-
kets.

Complexity of Experiments. FEffective
subjects also completed more actions with-
in a given experiment and investigated few-
er markets overall compared to the less ef-
fective subjects {indicators 29 and 4). These
behaviors reflected the richness and tenaci-
ty of an individual's actions within an ex-
periment. A thorough, systematic investi-
gation of a concept was indicated by more
connected actions le.g., repeatedly chang-
ing the price of a good until the market
reached equilibrium); aimless behavior
was indicated by fewer connected actions.
Furthermore, across the three sessions, the
more successful subjects’ number of ae-
tions per experiment increased showing
that their experiments became more com-
plex as they gained additional domain
knowledge. This was not the case with the
less successful group.

Systematic Variable Changes. Indica-
tor 28 measured the number of variables
manipulated per experiment. Given the
freedom of the environment, it could be
tempting to make changes to multiple vari-
ables concurrently: however, ansuing re-
sults would thereby be obscured as to what
caused the state of market affairs. The big-
gest problem for the less successful sub-
jects was that they persisted in changing
multiple variables simultaneously. The
more successful subjects changed fewer
variables at a time, typically just single vari-
ables.

o

o
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Adequate Data Collection. Another
discriminating indicator from the thinking
and planning category involved collecting
sufficient amounts of data before making a
generalized hypothesis regarding any of
the economic concepts {indicator 24). Good
scientific methodology involves generaliz-
ing a concept based on enocugh examples
or instances of a phenomenon rather than
on inadequate data which may include ele-
ments of chance or confounding variables.
We set as our sufficiency criterion having at
teast three related rows of notebook entries
before using the hypothesis menu. The
more successful subjects did not attempt to
make general hypotheses prior to collect-
ing enough data on a given concept while
the less successful subjects were content to
make impuisive generalizations based on
inadequate data.

Planning an Experiment. Higher-level
planning behavior {indicator 20) was dem-
onstrated by the more competent subjects.
They tended to set up an experiment and
execute it to completion. Actions corre-
sponding to this indicator involved select-
ing variables from the planning menu, then
utilizing those variables in subsequent con-
trolled manipulations. This type of higher-
level planning was rarely evidenced among
the less successful subjects. This result is in
accord with Sternberg’s {(1981) findings that
persons scoring high on reasoning tests
spent more time than low scoring persons
on glebal planning, and less time on local
planning. Similarly, Anderson {1987} inves-
tigated individual differences in students’
solutions to Lisp programming problems
and found that the poorer students tended
to be less planful in their problem-solving
activities compared with better subjects.

Predicting  Experimental  Outcomes.
The proficient subjects in our study tended
to make more outcome predictions for their
experiments, while the less proficient sub-
jects made considerably fewer predictions
{indicator 16). To illustrate, for an experi-
ment involving the increase of the price of
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gasoline, a valid prediction could be ren-
dered that ‘Quantity demanded of gasoline
will decrease’. The more effective subjects
stated their predictions on more occasions
than the less effective subjects, However,
there was no way of determining whether
the fewer predictions of the less effective
subjects were due to knowledge deficiency
Or to a general lack of motivation.

Notebook Entries. |n terms of data
Management skilis, this study revealed that
the successful subjects made more note-
book entries, overall, compared with the
less effective subjects (indicator 9). In addi-
tion, those entries tended to be more con-
sistent with, and relevant to, the focus of
their investigation (indicator 13}. For exam-
ple, notebook entries were typically made
by the proficient subjects following any
variable changes, and the entered variables
usually had heen selected beforehand in
the planning menu as those of interest. In
addition, proficient subjects collected base-
line data into their notebooks (i.e., values of
variables before being altered), sometimes
the less proficient subjects generally faited
to do, rendering later comparisons to

changed data very difficult,

Relation of Successful Learning to Prior
Scientitic Training. in addition to compari-
sons between subjects based on their stan-
dardized indicator values, demographic in-
formation was obtained from all ten
subjects. Two questions concerned previ-
ous scientific training: (a) what science
courses the subject had taken since high
school, and (b) what his or her major was.
According to a hypothesis that different
backgrounds caused the observed differ-
ences in scientific behaviors, we would
have expected the less successful subjects
to have taken fewer science courses. This
was not the case. The less successful group
had taken considerably more science
courses since high school (total = 27} com-
pared to the more successfyl group {total =
8). Moreover, the more and less successful
groups had the same number of declared

science majors (e, 3 per group). Thus, dif-
ferential exposure to science training did
not seem to determine who demonstrated
better scientific behaviors,

EXPERIMENT 2: LARGE SCALE
STUDY OF LEARNER
DIFFERENCES IN SMITHTOWN

The previous study found some evi-
dence for individual differences in learning
and discovery Strategies. We next address-
ed two main questions. First, what is the
relationship between general intelligence
and learning outcome {i.e., knowledge and
skill acquisition from Smithtown), and sec-
ond, do the findings from Experiment 1
generalize to a large sample from a differ-
ent population? Experiment 1 tested the ef-
fectiveness of the system in comparison to
economics learned in a traditional class-
room environment and additionally found
some areas differentiating more from less
successful individuals in learning from the
Smithtown system. In Experiment 2, we in-
cluded a measure of general intelligence in
our analyses. We were interested in seeing
the nature and range of individual differ-
ences in learning. In particular, how much
of these differences are attributable to gen-
eral intelligence (or general ability)? Is it
simply, an individual’s general intelligence
that determines the nature and range of
what they will learn, or is it something
more, such as specific behaviors and strate-
gies which are trainable (unlike general in-
telligence which s believed to be more
fixed and inflexible)?

As part of the Learning Abilities Mea-
surement Program (LAMP) at the Alr Force
Human Resources Laboratory, we tested a
group of 530 subjects with a modified ver.
sion of Smithtown which automatically taf-
lied and summarized performance indica-
tors at the end of a three and a half-hour
session (instead of about five hours with
Smithtown by subjects in the exploratory
studyl.
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Method

Subjects Subjects consisted of 530 en-
listed Air Force recruits on their sixth day of
basic training at Lackland Air Force Base,
Texas. The gender distribution of subjects
was approximately % males and Y fe-
males. All subjects were between the ages
of 17 and 27 years and had high school (or
equivalent) educations.

Procedure Subjects were given a
briefing prior to the tutor which informed
them of their ‘'mission’ (i.e., to manipulate
the environment, acting as scientists, and
to try to learn as many concepts as possible
regarding basic laws of microeconomics).
A short five minute game preceded Smith-
town, designed to familiarize them with the
mouse and menus. They next read an on-
line Guide to Smithtown, saw a demonstra-
tion of a simple, online experiment, then
entered the hypothetical marketplace on
their own.

The number of concepts learned was
cur criterion measure (Le, principles and
faws correctly stated to the system via the
hypothesis window). There were 12 con-
cepts that could have been learned, and cur
subjects’ criterion data ranged from 0 to 6.
Since there was only 2.5 hours allotted for
Smithtown interaction, and the first hour or
$0 was typically spent familiarizing oneself
with the environment, it was not surprising
that the maximum number of concepts
learned was only six.

A measure of general intelligence was
available for each subject. The Armed
Forces Qualification Test, or AFQT, is &
composite score derived from the Armed
Services Vocational Aptitude Battery con-
sisting of the subtests: Arithmetic reason-
ing, word knowledge, paragraph compre-
hension and numerical operations.

RESULTS

Cluster Analysis on
Performance Indicators

We computed a higrarchical cluster
analysis based on the correlation matrix of
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the learning indicators to reduce the num-
ber of indicators, described in Experiment
1, to a more manageable set, and also to
test alternative, objective groupings of the
indicators {rather than the more subjective,
rational categorization used in Experiment
1). This procedure was not employed in Ex-
periment 1 because the small number of
subjects would have made the results unre-
fiable. We employed the ADDTREE/P clus-
tering program (Corter, 1982) which imple-
ments  Sattath  and  Tversky's {1877}
Additive Similarity Tree model because
ADDTREE/P has been shown to fit empirical
data particularly well, especially discrete
data such as our learning indicators. Apply-
ing the ADDTREE program to the 27 x 27
correlation matrix of indicators vielded a
moderately good fit (©# = 71; stress =
0.08), but more importantly, yielded a high-
ly interpretable solution. At the top level,
the indicator data formed three main clus-
ters: (a) Basic Activities; (b) Data Manage-
ment; and (¢} Scientific Behaviors. These
three clusters further decomposed at the
next level down. Basic Activities were sub-
divided into: {1} busy or gross-level activ-
ities, and {2} directed activities; Data Man-
agement subdivided into: (3} notebook
usage, and {4} other tool applications; and
Scientific Behaviors were subdivided into:
{(6) data-driven inquiry, (6} organizing ex-
periments, and (7] hypothesis-driven inqui-
ry behaviors. Note that this cluster analysis
solution confirms the rational specification
of learning behaviors posited in the design
phase of the system (Shute, Glaser, & Rag-
havan, 1988}, The cluster analysis solution
is shown in Figure 8, and is characterized
below by the contributing variables.

(1) Gross Activities: This cluster is de-
fined by the number of variables changed
at one time (VCPERTMI, total number of
independent variables changed (INDVAR},
number of variables changed that were
specified in the planning menu {PMVC),
number of notebook entries of changed in-
dependent variables (ECIVAR), average
number of variables changed per experi-
ment (VARCHAN], and the average number
of actions taken within a particular experi-
ment (AVGACTS).
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Figure 8. Hierarchical cluster analysis solution of learning indicators
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of times the market data history window
was viewed to see pastvariables and asso-
ciated values (MDWINDOW.

(2) Directed Activities- This cluster is
defined by the number of times price
changes were made (PCHANGE), number
of times the market sales information win-
dow was viewed (MSINFO), the total nu- (4) Tool Usage: This cluster is defined
mber of notebook entries made (TOTAL- by the number of times the table package
NB), and the number of times the was applied (TABLE), number of times ths

experimental frameworks were used to di-
rect experiments (EXPFRAME),

(3] Notebook Usage: This cluster is de-
fined by the number of times data from
past experiments was inserted into the
notebook (REINSERT), number of notebook
entries of variables that had been specified
in the planning menu (PMNB)}, and number

graph package was used (GRAPH), number
of markets investigated (MARKETS), nu-
mber of tirnes baseline data was entered
into the notebook (BDENTRY), and number
of times baseline data was observed
(BDOBSERV),

(5] Data-driven Experiments: This clus-
ter is definad by the number of specific pre-



»

dictions made of an experimental outcame
(PREDMADE), and number of times an ex-
periment was replicated (REPLIC),

(6) Organizing Experiments: This clus-
ter is defined by the number of times the
computer was requested to make price ad-
justments toward an equilibrium state
(CPCHANGE), and number of times the
planning menu was used to organize an
experiment {(PLANMENU].

(7} Hypothesis-Driven Experiments:
This cluster is defined by the total number
of hypotheses made (TOTHYPO), number
of times sufficient data was recorded prior
to rendering a hypothesis (ENUFDATA),
number of times findings were generalized
to unrelated markets (GENUNY, ratio of the
number of correct hypotheses made divid-
ed by the total number of hypotheses (COR-
RHYPO), and the number of times findings
were generalized across related markets
(GENREL).

Most of the clusters are readily inter-
pretable. However, the distinction between
cluster 5 (data-driven experimentation) and
cluster 7 (hypothesis-driven axperimenta-
tion) requires some elaboration. When a
person conducts a local experiment le.qg.,
increases the number of compact car sup-
pliers in Smithtown) and renders a specific
prediction about the ramifications (e.q., the
price of compact cars will go down), it is
characterized as data-driven experimenta-
tion. This contrasts with a more general or
hypothesis-driven experiment where an in-
dividual will attempt to generalize specific,
tocal findings across different markets {e.q.,
investigating the relationship between pri-
ce and quantity demanded in the gasoline,
lumber, and ground beef markets), induc-
ing a general principle operating in a2 com-
petitive market,

Correlational and Regression
Analyses

Seven composite scores, one for each
major cluster category, were computed for
each subject by summing standardized in-
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dicator scores within each cluster. The cor-
relations of these variables and our crite-
rion measure {(number of concepts learned)
can be seen in Table 3. From these data, it is
apparent that the indicators relating to
hypothesis-driven behaviors (i.e., the effec-
tive scientific inquiry skills) were the most
highly correlated with successful tearning.
In addition, spending too much time man-
aging the online notebook seemed to have
a slightly negative effect on subsequent
fearning.

Regression analyses of these data were
computed testing full and restricted mod-
els. First, all seven variables and two way
interactions were tested (full model) pre-
dicting our criterion of number of concepts
learned. This resulted in a multiple R = .70.
Next, we computed a backward elimination
of the interactions, and only three interac-
tions remained in the equation {multiple R
= .69). Finally, we computed a regression
analysis with backward elimination of the
main effects, and the results included the
following main effects and interactions in
the equation {multiple # = .69 Frooy =
66.81, p < .001): Gross level activities, Di-
rected activities, Organization, Hypothesis-
driven  behaviors,  Organization by
Hypothesis-driven behaviors, Gross level
activities by Hypothesis-driven behaviors,
and Directed activities by Hypothesis-
driven behaviors.

The three significant two-way interac-
tions are characterized as follows. The in-
teraction involving the variables: Organiza-
tion and Hypothesis-driven behaviors (¢ =

Tabie 3. Correlation between Composite
Indicators and Number of Concepts Learned

]
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=4.3; p < .001) showed that if a person had
a low value for hypothesis-driven behav-
iors, he or she would benefit {i.e., learn
more concepts) from organizing and plan-
ning experiments. On the other hand, if a
person had a high value for hypothesis-
driven behaviors, less time spent planning
and organizing, and more time spent ac-
tively and systematically conducting exper-
iments was better as far as learning more
concepts.The significant interaction involy-
ing Gross activities by Hypothesis-driven
behaviors (¢t = —4.9; p < .001) showed a
similar pattern where, for low values of
hypothesis-driven experimentation, a per-
son slightly benefitted from more activities
in the environment, but for higher levels of
hypothesis-driven behaviors, less busy
(i.e., more focused) behaviors led to the
acquisition of the subject matter. A differ-
ent pattern is seen with the interaction of
the wvariables: Directed activities  and
Hypothesis-driven behaviors (¢ = 2.90; p <
.01). If a person did not act in a hypothesis-
driven manner, engaging in more directed
actions was not helpful in learning econom-
ic concepts. However, if a person was more
hypothesis-driven, he or she would benefit
from directed activities carried out in con-
junction with scientific behaviors. Although
these interactions are interesting, they only
account for about 4% of the variance in our
dependent measure while the majority of
variance {(42%) is explained by the single
variable: Hypothesis-driven behaviors.

The simple correlation between our
measure of general aptitude, the AFQT, and
number of concepts learned lr=.18p <
-01) indicates that some amount of general
intelligence is implicated in the learning
outcome. However, when AFQT was in-
cluded in a regression analysis involving
the variables discussed above, the amount
of unique variance accounted for by AFQT
in predicting the number of concepts
learned was less than 1%, compared to 38%
of the unique variance atiributabls 1o
hypothesis-driven behaviors {cluster 7).
Thus, while general intelligence is certainl
a component of learning, specific scientific
behaviors account for considerably more
variance in our criterion measure,

5
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Another question we asked concerned
the correlation between each of the compo-
site variables and general intellectual abili-
ty. In other words, which behaviors did the
subjects with higher AFQT scores engage
in during Smithtown interactions? These
correlations are shown in Table 4,

The pattern of correlations suggested
that the high ability individuals engaged in
directed, systematic activities, approaching
the task in a manner concurrently bottom—
up (data-driven) and top—down (hypothesis-
driven). This was achieved by first conduct-
ing local experiments, then gradually ex-
panding the scope of the findings across
markets to test and refine developing hy-
potheses. It may have been that the sub-
jects” high general ability enabled them to
collect local data while having a goal state
in mind.

Cluster Analysis on Cases

In contrast to a cluster analysis of vari-
ables, a cluster analysis on cases can detect
consistent patterns or styles of interacting
with Smithtown. A cluster analysis of cases
addresses the different wavys an individual
may interact with Smithtown, and the effec-
tiveness of these alternative approaches as
far as ultimate knowledge acquisition. For
example, someone may adopt the more ob-
sessive approach of changing variables and
conscientiously recording all values in the
online notebook, regardless of relevance,
This style contrasts with a maore systematic
approach of generating a hypothesis about
some variable relationships, making the ap-

Table 4. Correlation between Composita
Indicators and General Aptitude (AFOT)

Composite Performan Indicator AFOT Score
Directed Activities DY A
Notebook Usage - .07
Tool Usage ~.10
Data-driven Behaviare i
Organization 07
Hypothesis-driven Behavigrs 24rE

N o= B30: *p = b1 e < 00



Table 5. Cluster Solution of Composite
Learning Behaviors

Cluster H 2 3 4 5

Active B0 -350 -3 1.15 .g8

Data Mgt -.18 33 .23 1.8 —-.17

Seientific - 11 23 32 -00 .ag
N 170 183 153 11 1
N Concepts 21 14 78 0 1.38
Learned

propriate change(s), recording the data,
and observing the results of the change.

A cluster analysis on cases {i.e., sub-
jects as opposed to variables), allocates in-
dividual cases to clusters, classifying them
based on the (squared) euclidean distances
between cases and clusters. Each case is
assigned to the cluster for which its dis-
tance to the classification center is smallest.
We computed this analysis with respect to
the three higher level composite varisbles:
Activities, Data Management and Scientific
Behav iors. The cluster analysis produced
five distinct clusters of subjects, shown in
Table 5.

We then a{}m;’}ared the different clus-
ters of subjects in terms of the criterion
measure. An ANOVA was performed on the
data with number of concepts learned® as
the dependent variable, and the five cluster
groups as the independent variables.
Groups differed nificantly: Fagos =
31.10; p < .001. As seen in Table 5, the
group ?gdm ing the most concepts (i.e, clus-
ter 5, N = 13}, was characterized by hav ing
raiazwe;x; b igh effective scientific behaviors
and activities. The group learning the least
concepis ig% cluster 4, N = 11lengaged in
high activity and data management behav-
iors but fewer scientific behaviors,

=
Loy

several §?}§’€f} ri the syst géﬂ
very short (g about hourg), the population w
i fgéféfa{ {i.e., basic recruits as com *dmfj %@
university students}, and the system did not
always recog of the zlternative
by

mg}*ﬁsa:@%%w% of concepts thus did not tally
E2]

the concept as being learmned.
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To test the hypothesis that engaging in
only scientific behaviors is a sufficient con-
dition for success in this type of environ-
ment, post hoc comparisons were comput-
ed testing the difference betwsen cluster 3
(the group evidencing only scientific behav-
iorst and the other groups. In four contrasts
fiie,clustertand 3, 2and 3,4and 3, 8nd 5
and 3}, the subjects in cluster 3 lsarned sig-
nificantly more concepts than all other
groups, except those in cluster 5. Thus, the
subjects learning the most from Smithtown
were those that engaged in scientific be-
haviors and were, in general, active in their
environment, albeit, in a directed manner.
The less successful individuals in Smith-
town le.g., Cluster 4) speﬂt most of their
time managing data, busily occupied in a
less directed manner, and not being very
scientific during the learning process.

When the two groups learning most
and least (Clusters 5 and 4, respectively) are
compared on their profiles, we see that
both groups have high loadings on the ‘ac-
tivities” variable. Since the three varigbles
are orthogonal, an interpretation of this
pattern is that when learners engage in any
of the indicators tallied under the “activities’
variable, they will be successful in Smith-
town only if t l’*ey are goal or hypothesis-
driven, conducti ng experiments that are
systematically planned and executed. This
stands in contrast to those being ‘active’
only with the goal state {local level) of hav-
ing their data arranged neatly.

in summary, Experiment 2 found signif-
jcant differences in knowledge outcome
that were directly related to hypothesis-
driven behaviors. When a measure of gen-
eral intelligence was investigated in rela-
tion to the learning criterion, specific be-
haviors {l.e., those involved with goal or
hypothesis-driven activities} were found to
be much stronger prediciors of successful
fearning in this type of environment than
was the measure of gsneral intelligence,
which tends to be 2 more stable trait. These
particular Szié’:?%"*’{ ific behavicrs are presum-
ably trainable if they can be s:;z%{*iﬁgé into
rules, which i swta? we did in the "inductive
inguiry skills” knowledge base in Smiah-
town.
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GENERAL DISCUSSION

In a computerized laboratory environ-
ment, students had the opportunity to en-
gage in active, discovery learning of eco-
nomic concepts by manipulating variables
in a hypothetical town and seeing the re-
percussions. Overall, the system worked as
we had hoped: Tutoring on the scientific
inquiry skills resulted in learning the do-
main knowledge as a by-product, evi-
denced in Experiment 1 where perfor-
mance on the posttest by Smithtown
subjects was comparable to the perfor-
mance by subjects from an introductory
economics class.

In general, it appears that in the rather
complex task involved in these two studies,
many of the behaviors that differentiated
successful and less successful subjects are
similar to those identified in previous stud-
ies with both laboratory and more realistic
tasks (e.g., Klahr & Dunbar, 1988; Shrager,
1985; Sternberg, 1985). Individual differ-
ences in performance from Experiment 1
were primarily a function of the hypothesis-
driven behaviors applied by the subjects
during Smithtown interaction. In particular,
findings from Experiment 1 showed that
the most effective learning behaviors were
related to the category: Thinking and plan-
ning skills, Similarly, from Experiment 2,
we showed a strong correlation {r = 65)
between the composite variable: Hypoth-
esis-driven experimentation and the de-
pendent measure: Number of concepts
learned. The cluster analysis conducted on
cases confirmed this finding whereby
the two groups of subjects who learned the
most concepts (i.e., Clusters 3 and 5) were
set apart from the other groups by virtue of
their application of scientific hehaviors.
These subjects were interrogating the dis-
covery world in a systematic manner, gen-
erating (top-down} and then testing
(bottomi~up) hypotheses about possible re-
lationships among the economic variables,
The less effective groups spent more time
managing their data and doing other ‘iocal’
activities in the environment.

In summary, the successful individuals

o~}
L

in both experiments employed more pow-
erful heuristics compared 10 the less suc-
cessful individuals. They manipulated few-
er variables, holding variables constant
while one variable was systematically ex-
plored. Less successful subjects did not
S€em 1o realize the power of the heuristic,
Successful subjects took their time to gen-
erate sufficient evidence before comingtoa
conclusion while the less successful sub-
jects were more impulsive and attempted
to induce generalizations based on inade-
quate information. The more effective sub-
jects tended to think in terms of generaliz-
ing their hypotheses and explorations
beyond the specific experiment or market
they were working on. They conceived of a
fawful regularity as a general principle and
as a description of a class of events rather
than a local description. These subjects
were also more sensitive to the existence of
deeper explanatory principles in addition to
local data descriptions: they appeared to
realize that discovery was not only a func-
tion of data, but that they needed to gener-
ate some rule that could provide them with
a goal for their actions. In this sense they
tended to be more hypothesis-driven than
the less successful subjects.

Inregard to inductive problem solving,
as Greeno and Simon (1988) state and as
Klahr and Dunbar (1988] describe the inter-
play between rules and instances, the best
learning Strategy is a combination of
bottom-up and top~down processing. in
our subjects, this seemed to be the case:
the better subjects would predict variabla
relationships and then test those hypothe-
S€s out, concurrently exploring and collect-
ing data which led to further generaliza-
tions. Our less effective subjects seemed to
be limited to a more data-driven (or
bottom-up) approach, often falling short of
grasping the larger picture. This is in accord
with  findings  from investigations of
novice-expert differences in problem soly-
ing {e.g., Larkin, McDermott, Simon, & Si-
mon, 1980). Furthermore, the importance
of higher level planning in this inductive
discovery environment is in agreement
with studies of individual differences in rea-
soning tasks (e.qg., Sternberg, 1985). Suc-
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cessful subjects consistently planned an ex-
periment and then executed it to
completion, according to plan, in sharp
contrast to the more haphazard, less plan-
ful approach applied by less successful
subjects in their experimental meth-
odologies.

In Experiment 2, there was a significant
correlation between the composite vari-
able: hypothesis-driven behaviors and a
general intelligence measure: AFQT score
(r = .28; p < .001). This implies that the
brighter individuals in our sample of 530
tended to be more systematic and con-
trolled in their learning behaviors than
those with lower AFQT scores. Further-
more, the correlation between AFQT score
and our learning criterion was r = 18 impli-
cating general intelligence in the final learn-
ing outcome. However, AFQT score only
accounted for a small proportion (< 1%) of
the learning outcome variance while the
specific indicators, subsumed under the
variable: hypothesis-driven behaviors, ac-
counted for a much larger proportion of
outcome variance {38%). The importance of
these findings for instruction are that the
particular scientific behaviors we have out-
lined (e.g., generalizing concepts across dif-
ferent markets, collecting sufficient in-
stances of a phenomenon prior to stating a
hypothesis, etc.) can be trained and hence,
individuals can learn to be more methodi-
cal and scientific, thereby leading to the
induction of general principles,

Learning from any complex environ-
ment is believed 1o represent a four-way
interaction involving:

{a) the subject matter or curriculum,
{b} the instructional environment (e. G..
discovery, didsctic),

{c)the desired knowledge outcome le. g.,
mental modsi, “a;?f:}mg?f: skill}, an
{d} learner style {e.g, passive vs. ﬁa
holistic vs. analytic processing} {
E{‘gi%&??? & Shute, 1989, for a com-
plete discussion of this interaction),
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In terms of these four dimensions , Smith
town may be characterized as f&;?{}ﬁw

V.1, Shute and R. Glaser

(1) The subject mater is micro-
economics as well as scientific in-
quiry skills.

(2} The instructional environment is a
guided  discovery environment
where tutorial assistance is on the
inquiry skills, not the economics
knowledge,

(3} The desired knowledge outcome is
a mental model of how the laws of
supply and demand operate in a
competitive market and also how to
systematically conduct experiments
to extract the various faws and rela-
tionships.

(4) Learner style was free to vary so
that we could determine optimal
and suboptimal behaviors in this
environment.

For this type of environment, knowl-
edge outcome, and subject matter, the
most optimum learner behaviors we have
found from the two experiments are Sys-
tematic, hypothesis-driven activities. What
about those subjects who are not charac-
terized by these attributes? One way in
which an ITS can increase its effectiveness
is to adapt itself to an individual's strengths
and weaknesses. In the case of Smithtown,
this would take the form of providing more
guidance for those less scientifically ori-
ented on the particular skills determined to
be important to Eeaméng from Smithtown.
Since this system, as implemented in both
experiments, was more discovery learning
than guided®, the more effective subjects
were more seif-directed and scientific. To
optimize learning for all subjects, additionasl
guidance, at least in the beginning ses-
sions, is required for the less scientific per-
sons. To make the program more flexible
{i.e., to adapt its level of guidance based on
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subject behaviors) one additional rule
could be incorporated into the ‘teaching
strategies” module. This rule could check
the student model (i.e., the ‘batting aver-
ages’ per critic) for evidence of students’
buggy or floundering behaviors, then inter-
vene with immediate feedback until the be-
havior in question was no tonger being
demonstrated. Statistics are already main-
tained by the system (in the student model)
on the frequency of unsystematic behav-
iors, thus the real-time adjustment of the
current threshold of intervention would
provide for more additional tutoring on
those inquiry skills that were most difficult.

in conclusion, we have described two
studies of individual differences in fearning
from an exploratory environment. Al
though in both studies the tutor only as-
sisted on procedural problem areas (i.e.,
those related to various scientific inquiry
behaviors), subjects did seem to extract do-
main knowledge during the course of their
investigations and experimentations within
Smithtown. Oversll, the system worked as
we had hoped: Tutoring on the scientific
inquiry skills resulted in fearning some
principles and laws of microeconomics. Al-
though we did not have information from
the larger study about a subject’s prior
knowledge of economics to make a valid
treatment effect statement, we did have
that information with the smaller study (i.e.,
all subjects were selected on the basis of
having no formal economics backgroundl.
We have begun to delineate those skills and
behaviors which are important to scientific
discovery. The behaviors we have identi-
fied in this paper agree with the findings
from related research (e.q., Klahr & Dunbar,
1988; Langley, Simon, Bradshaw, & Zy-
tokow, 1987). In addition, these specific be-
haviors relate to individual differences
found in general studies on problem solv-
ing, concept formation, and so on. From an
instructional perspeactive, the behaviors we
have denoted can consequently serve ag a
focal point for relevant intervention studies,
From a design perspective, findings from
these studies suggest modifications to in-
tefligent tutoring systems, in general, so

“d
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that they may be more like the individu-
alized teaching systems they have the po-
tential to be,
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APPENDIX A: ORIGINAL 30
LEARNING INDICATORS

I. General Activity Level

Total number of actions

Total number of experiments

Number of changes made to the

orice of the good

Number of markets investi

Number of independent v

changed

6. Number of computer-adjusted
prices

7. Number of times market sales in-
formation was viewed

8. Number of baseline data observa-

ons of market in equilibrium

Cad D b

o e

gate
aria

ed
able

ll. Data Management Skills

8. Total number &
10. ?*wmﬁw ?t}ggsﬁ;%ém data
market in %:'ﬁ Hibriu
11. Entry of changed independent vari-
ables

12. Number of reinsertions of changed
mndependent variables to the online
notebook

13. Number of “relevant” notebook en-
tries divided by total number of

iy
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notebook entries where “relevant”
refers to zhose variables specified
in the Planning Menu

14. Number of times the table package
was used “correctly” divided by the
total number of times the table was
used, where “correctly” means less
than 6 variables tabulated, and sor-
ting was done on variables with dif-
fering values

15. Number of times the graph pack-
age was used “correctly” divided
by the total number of times the
graph was used, where “‘correctly”
means plotting relevant variables,
saving graphs, and superimposing
graphs with a shared axis

16. Number of specific predictions
made divided by the number of
general hypotheses made

17. Number of correct hypotheses di-
vided by the total number of hy-
potheses made

Ill. Thinking and Planning Skills

18. Number of notebook entries of
Planning Menu items

19. Number of times notebook entries
of Planning Menu items were made
divided by the number of planning
opportunities the subject had

20. Number of times variables were
changed that had been specified
beforehand in the Planning Menu.

21. Number of times an experiment
was replicated

22. Number of times a concept was
generalized across unrelated goods

23. Number of times a concept was
generalized across related goods

24. Number of times the student had
sufficient data for a generalization
{lhe,, at least 3 data points in the
notebook befors using the Hypoth-
esis Menu}

25. Number of ‘zimes a change to an
independent variable was suffi-
ciently large m%gh {i.e., greater
than 10% of the possible range)

26. Number of times one of the experi-
mental frames was sslected (ie.,
chose “same good, changs vari-
able,” “change good, same vari-
ables’ or “change good, change
variable”}
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27. Number of times the Prediction
Menu was used 1o specify a particu-
lar outcome 1o an event

28. Number of variables changed per
experiment

-3

~3

29, Average number of actions per ex-
periment

30. Number of economic concepts
tearned per session



