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Abstract 

The Inclusive Assessment of Computational Thinking (CT) designed for accessibility and learner 
variability was studied in over 50 classes in US schools (grades 3-8). The validation studies of 
IACT sampled thousands of students to establish IACT’s construct and concurrent validity as well 
as test-retest reliability. IACT items for each CT practice were correlated to examine construct 
validity. The CT pre-measures were correlated with post-measures to examine test-retest 
reliability. The CT post-measures were correlated with external measures to examine concurrent 
validity. IACT studies showed moderate evidence of test-retest reliability and concurrent validity 
and low to moderate evidence of construct validity for an aggregated measure of CT, but weaker 
validity and reliability evidence for individual CT practices. These findings were similar for 
students with and without IEPs or 504s. IACT is the first CT tool for grades 3-8 that has been 
validated in a large-scale study among students with and without IEPs or 504s. While 
improvements are needed for stronger validity, it is a promising start. 
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1. Introduction 
Computational Thinking (CT) has been attracting increased attention over the past decade in K–

12 education, prompting a call for new models of pedagogy, instruction, and assessment (Shute, Sun, & 
Asbell-Clarke, 2017; CSTA, 2017; National Academy of Sciences, 2010). The explosion of CT in 
education today parallels the turn towards scientific inquiry in science education in the 1990s (AAAS, 
1993; Duschl, 1990: NRC, 1996). In 1996, the National Research Council issued new science education 
standards focusing on inquiry practices (NRC, 1996), yet even in 2018 there were few widely accepted 
tools for assessing students’ scientific inquiry in classroom settings (Kruit, Oostdam, van den Berg, & 
Schuitema, 2018).   

Developing learning assessments for any new focus of education is particularly challenging. In 
most educational research, new assessment methods are validated using existing “standard” measures of 
learning in the same content area. With an emerging field such as CT, no such standard measures exist. 
The few items that are in development and validation in today’s research rely heavily on text and coding, 
which may preclude the measurement of CT for a broad range of learners. It is not only the novelty of the 
field that challenges the development of assessment in CT, it is also the nature of CT itself. Like scientific 
inquiry, CT is a thinking process. Measuring thinking processes is more nuanced than assessing whether 
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or not a learner can solve a math problem or define a science term. Measuring learners’ abilities to plan, 
design, and solve complex problems require methods for making thinking visible, which is not done by a 
typical school test (Ritchhart, Church, & Morrison, 2011). Even when CT is applied in a natural setting, 
such as in a coding environment, the final product may not reveal the CT practices as much as the 
thinking processes involved in designing code (Grover & Basu, 2017).   

Addressing these issues for assessing CT may be particularly important to broadening 
participation in Computer Science and other Science, Technology, Engineering, and Mathematics 
(STEM) fields. Learning assessments often include irrelevant barriers (e.g., reading or coding 
prerequisites) that may mask conceptual understanding for some learners (Haladyna & Downing, 2004). 
Many learners who struggle academically because of neurodiverse conditions may have particular areas 
of strength in tasks related to CT, such as pattern recognition and systematic thinking (Baron-Cohen, 
Ashwin, Ashwin, Tavassoli & Chakrabarti, 2009; Dawson, Soulières, Gernsbacher, & Mottron, 2007; 
O'Leary, Rusch, & Guastello, 1991). Recognizing and nurturing these talents may be crucial for 
developing our future workforce (Martinuzzi & Krumay, 2013). In fact, many large IT companies, 
including Microsoft and Google, have programs specifically designed to recruit neurodiverse individuals 
(Wang, 2014). To capture this valuable expertise without the extraneous barriers that limit many 
neurodiverse learners’ participation, a new form of learning assessment for CT is required. 

This paper reports on the exploration of assessment items intended to measure CT within a 
game-based learning research study. Interactive Assessments of CT (IACT), designed for upper 
elementary- and middle-school students (grades 3–8), is a set of interactive, online, logic puzzles that 
were created to measure four fundamental CT practices: Problem Decomposition, Pattern Recognition, 
Abstraction, and Algorithm Design. The IACT assessment items were originally designed to be used as 
pre/post measures of CT practices in a study of the logic puzzle game Zoombinis (Asbell-Clarke, Rowe, 
Almeda, Edwards, Bardar, Gasca, Baker, & Scruggs, 2020). They were intended to identify evidence of 
CT Practices that: a) are apparent during the process of solving a task, as opposed to a final product; and 
b) are independent of a specific application and thus transferable or generalizable to other tasks. They 
were also designed to use as little text, specific coding notation, or other features that might impede some 
learners and/or mask their ability to solve CT problems. Because the study specifically included learners 
who have Individual Education Plans (IEPs) related to academic struggles, the assessments needed to 
avoid extraneous factors that can impede some learners, such as the need to read and interpret complex 
word problems and excessive time pressure. The final constraint placed on the assessments was that they 
needed to be completed by all students within one class period (40-50 minutes, depending on the district). 
Students with IEPs were allowed up to 50 percent more time to complete the IACT assessments if 
necessary. In this paper, we report the findings from validation studies of IACT using two samples of 
elementary- and middle-school students, each with thousands of students, to understand IACT’s construct 
and concurrent validity as well as test-retest reliability. 

2. Background 
The online logic puzzles that make up IACT were designed to serve as external pre/post 

assessments in a national, game-based learning study of over 50 upper elementary- and middle-school 
classes during a study of implicit CT practices demonstrated in Zoombinis gameplay in the 2017-18 
school year (Asbell-Clarke, et al., 2020). Unfortunately, no validated instrument was available to measure 
CT practices at these grade levels when we started the study, so we designed two sets of IACT logic 
puzzles, one version for upper elementary and one version for middle school, each version with two 
comparable forms. During the Zoombinis study, we collected the pre/post IACT data along with teacher 
ratings of their students’ CT at the end of the study. We used the teacher ratings to try to establish the 
concurrent validity of the IACT items. Because this method was not as rigorous as we would have liked, 
we extended the study to a second district-wide sample of over 3,000 students in grades 2–8 in a mid-
sized Northeastern public school district. During the 2017-18 and 2018-19 school years, we were able to 
collect IACT data in May/June of each school year as well as corresponding items from another external 
instrument (Bebras) for the students in grades 5–8 in 2018-19. This paper reports on the findings of both 
of these samples for the validation studies of IACT. 
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2.1 Background on the Measurement of Computational Thinking 

CT is a way of thinking used to design systematic and replicable ways to solve problems, 
emphasizing Abstraction and Algorithmic Thinking (Shute, Sun, & Asbell-Clarke, 2017; Wing, 2006). 
Rooted in ideas from research for the LOGO environment (Papert, 1980, 1991), CT includes practices 
and understandings dealing with logic, representations, and sequential thinking, as well as broader ways 
of thinking such as tolerance for ambiguity, persistence in problem solving, and abstraction across 
applications (Allan et al., 2010; Barr & Stephenson, 2011; Brennan & Resnick, 2012; Grover & Pea, 
2013; Weintrop et al., 2016). Barr and Stephenson (2011) suggest that, in K–12, CT involves problem-
solving skills and particular dispositions, such as confidence and persistence, when confronting particular 
problems. CT is also seen to be related to creativity and innovation (Mishra, Yadav, & the Deep-Play 
Research Group, 2013; Repenning et al., 2015) as well as integrating into many STEM areas (Barr & 
Stephenson, 2011; Sengupta, Kinnebrew, Basu, Biswas, & Clark, 2013; Weintrop et al., 2016).  

In designing a middle-school curriculum called Foundations for Advancing Computational 
Thinking (FACT), Grover, Cooper and Pea (2014) used pedagogical strategies to support transfer from 
block-based to text-based programming, along with formative and summative assessments (including 
quizzes and tests as well as open-ended programming assignments) related to the acquisition of 
computational thinking skills. Their findings show that students ages 11–14 using the FACT curriculum 
experience improved algorithmic learning, understanding of computing, and transfer of skills from the 
introductory programming environment, Scratch, to a text-based programming context. Building on this 
research, Lundh, Grover, Jackiw, and Basu (2018) suggest a framing of Variables, Expressions, Loops, 
and Algorithms (VELA) to prepare young learners for CT. 

 Many of the CT assessments developed to date are strongly tied to computer-science 
frameworks and rely on the construction or analysis of coding artifacts (Tang, Yin, Lin, Hadad, & Zhai, 
2020). These include assessments such as the Fairy Assessment (Werner, Denner, Campe, & Kawamoto, 
2012), Dr. Scratch (Moreno-León & Robles, 2015), Ninja Code Village (Ota, Morimoto, & Kato, 2016), 
REACT (Real Time Evaluation and Assessment of Computational Thinking) (Koh, Basawapatna, 
Nickerson, & Repenning, 2014), CodeMaster (von Wangenheim, et al., 2018) and tools developed by 
Grover, Cooper, and Pea (2014), which are all designed for specific programming environments like 
Alice, Scratch, AgentSheets, App Inventor, Snap!, or Blockly. As such, these tools may not be well-suited 
for use as pre-assessments or for use with interventions that are not primarily focused on coding (Wiebe, 
London, Aksit, Mott, Boyer, & Lester, 2019). 

Recent initiatives to integrate CT with STEM require assessments that are more 
decontextualized or domain-general (Tang, et al., 2020; Karalar, & Alpaslan. 2021). The Computational 
Thinking test (CTt) (González, 2015) and Bebras Tasks (Dagienė & Futschek, 2008; Dagienė, 
Stupurienė, & Vinikienė, 2016) are two such instruments that have shown promise in assessing core CT 
constructs for middle-grades students (Wiebe et al., 2019). The CTt is an online, 28-item, multiple choice 
instrument shown to be valid and reliable with middle-school students in Spain (Román-González, 
Moreno-León, & Robles, 2017). Although designed for students with no programming experience, some 
items on the CTt have block-based, programming-like elements in them. However, research studies have 
not shown this to be problematic for students who reported having little or no prior programming 
experience (Wiebe et al., 2019). This result is supported by Weintrop, Killen, Munzar, and Franke (2019), 
who found that students perform better on questions presented in block-based form compared to text-
based questions.  

Bebras Tasks, which originated as a set of short competition tasks through which students in 
grades 5–12 apply CT to solve “real life” problems, have recently been looked at as assessment tools 
because their items map well to CT constructs (Barendsen et. al., 2015; Dagienė, Stupurienė, & Vinikien, 
2016; Izu, Mirolo, Settle, Mannila, & Stupurienė, 2017). Like the CTt, Bebras Tasks do not rely on prior 
knowledge of an application or programming language, which makes them well-suited for use as a pre-
assessment tool. The psychometric properties of Bebras Tasks have not been fully demonstrated and 
some tasks may be considered too peripheral to core CT skills (Román-González, Moreno-León, & 
Robles, 2017) for Bebras Tasks to stand alone as a standard assessment for CT in K–12 education. 
However, Wiebe and colleagues (2019) explored a promising hybrid assessment that includes items from 
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both the CTt and Bebras as a “lean” assessment of current, generally recognized core CT skills. The 
Bebras items were most closely related to the intended constructs, grade band, and the nature of the logic 
puzzles that are the focus of this study, so we used selected Bebras items as external measures for 
evidence of concurrent validity for the logic puzzles with the second sample. The Bebras items are, 
however, more dependent on text than IACT and may present difficulties for students with certain IEPs. 
 
2.2 Description of IACT Items 

To measure foundational CT in grades 3–8, we developed a set of interactive logic puzzles 
focusing on four fundamental CT practices: Problem Decomposition, Pattern Recognition, Abstraction, and 
Algorithm Design. We chose to design a set of online puzzles because we were working with classes already 
using a web-based game, and the delivery and data collection for the assessment items could be integrated 
with the delivery of the game.  

Knowing that these CT practices are rarely mutually exclusive within a set of activities, we 
identified a set of puzzles that might emphasize one practice over the others even if all practices were part 
of the activity. We designed the puzzles with minimal text and minimal prerequisite experience with 
coding or other specific activities. We drew inspiration from puzzle formats often used in psychological 
assessments, avoiding text and context-dependent scenarios. While these assessments are used in a 
variety of contexts involving executive functioning and reasoning; the overlap with CT practices is 
intriguing and merits study. 
 
Theoretical Framing of Computational Thinking used in IACT 

IACT was designed to measure the CT practices evident within the learning game Zoombinis. 
While not intended to include all potential facets of CT, IACT is grounded in emergent theoretical 
literature that is helping define the evolving constructs of CT in the educational field. The term CT was 
introduced by Jeanette Wing (2006) to describe the thought processes involved in formulating problems 
so that the solutions are represented in a form that can be effectively carried out by an information-
processing agent (Cuny, Snyder, & Wing, 2010). The role of CT in K–12 education has been described as 
laying “the conceptual foundation required to solve problems effectively and efficiently (i.e., 
algorithmically, with or without the assistance of computers) with solutions that are reusable in different 
contexts” (Shute, Sun, & Asbell-Clarke, 2017). While many CT practices were discussed in Seymour 
Papert’s research on procedural thinking in the early programming environment for children called 
LOGO (Papert, 1980; Papert & Harel, 1991), today CT is thought to encompasses much more than 
programming. There is also evidence that these CT practices may support a variety of other cognitive and 
non-cognitive activities, especially for learning in STEM subjects (e.g., Barr & Stephenson, 
2011; Sneider, Stephenson, Schafer, & Flick, 2014).  

Domain-general CT is often operationalized as a set of practices that include: problem 
decomposition, abstraction, algorithmic thinking, conditional logic, recursive thinking, and debugging 
(CSTA, Shute et al., 2017; Tang, et al., 2020). For the development of IACT, we focus on the CT 
practices that were most closely related conceptually to the puzzles in Zoombinis gameplay. We selected 
four fundamental CT practices outlined by CSTA (2017) and Shute, Sun, & Asbell-Clarke (2017): 

o Problem Decomposition is reducing the complexity of a problem by breaking it into smaller, 
more manageable parts. 

o Pattern Recognition is seeing trends and groupings in a collection of objects, tasks, or 
information. 

o Abstraction is generalizing from observed patterns and making general rules or classifications 
about objects, tasks, or information by discerning relevant from irrelevant information. 

o Algorithm Design is establishing reusable procedures that solve sets of problems. 
While not an exclusive definition of CT, a focus on these practices lays a strong foundation for CT 
(CSTA, 2017). While CT can include many other practices such as modelling, debugging, and data 
visualization, this study focuses on these four CT practices because they are highly related to Zoombinis 
gameplay and they show promise of generalization to problem-solving in a variety of disciplines. When 
educating young learners in upper elementary and middle school, it may be important to ensure these 
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broadly applicable practices have a solid foundation and upon which more nuanced facets of CT can be 
built. 

 
2.3 Design of the IACT Items 

The IACT items were designed for use in a game-based learning study where students may not 
have had any previous exposure to computer science or coding. While not designed as clinical 
assessments of executive functioning, the IACT items drew from models from similar psychological 
assessments that were designed for a broad range of neurodiverse learners to ensure maximum 
accessibility. 

The authors worked with a game-based learning assessment company to design the IACT logic 
puzzles. Two sets of IACT items containing similar logic puzzle items were designed, one for upper 
elementary- and one for middle-school learners. The item sets were conceptually and structurally the 
same for both grade bands, but differed in terms of difficulty (e.g., based on the number of variables to 
consider in a pattern and size of the array for Abstraction problems). The item sets were distributed across 
two comparable forms for each grade band, a pre-test and a post-test, that were balanced and could serve 
as external pre/post measures of gains in our game-based learning studies.  All items went through a 
minimum of two rounds of iteration and testing with think-aloud interviews with 8-10 students per round 
to test that the wording was eliciting the CT practices of interest. 

The four fundamental CT practices that were evident in the Zoombinis gameplay (excerpted from 
Asbell-Clarke, et al., 2020), and thus formed the constructs measured with IACT are: 

● Problem Decomposition: When approaching a complex problem, learners may need to simplify 
the problem—decomposing it into manageable parts and then tackling one part at a time. This is 
comparable to the practice of isolating variables in a science experiment or to factoring 
equations into terms in mathematics. Everyday examples of problem decomposition include 
taking the steps to bake a cake (choosing a recipe, gathering ingredients, mixing batter, baking, 
and frosting), or when planning a party (dealing with the guest list, then the menu, and then the 
music). When confronted with a multi-faceted puzzle (for example, sorting objects by both 
shape and colour), players often need to consider one part of the puzzle at a time (shape) and 
then consider the other (colour).    

● Pattern Recognition: Pattern Recognition is required for all kinds of sorting and classification 
tasks as well as seeing trends in data and other forms of information. In science, learners look for 
patterns in the characteristics of animals to classify them into species, and patterns in the 
motions of planets to understand the laws of the universe. In math, learners use patterns to 
understand numbers and units, to collect like terms in an equation, and to generalize problems 
into classes of problems. Pattern Recognition is the precursor for abstraction, which is at the 
heart of CT. 

● Abstraction: Abstraction is the ability to rise above the details and see the rules that can be 
applied generally to other situations. When learners can look across multiple instantiations of a 
phenomenon and draw the common characteristics or patterns that can be abstracted, they are 
able to design generalized solutions to problems. For example, scientists are able to generalize 
the laws of gravity from the vast amount of observed evidence, and patterns within the evidence, 
that enable an abstracted claim about how the universe works. Similarly, mathematicians create 
systems of numbers and representations to exploit the inherent patterns of quantity in our world. 
The goal of abstraction is to design replicable systems of solutions that help us effectively and 
efficiently meet new challenges. 

● Algorithm Design: Once abstracted, a set of rules can be operationalized through an algorithm. 
An algorithm is a sequence of instructions or steps required to accomplish a task. Everyday 
examples of algorithms include recipes in a cookbook, and consistent daily routines used to 
accomplish everyday tasks. Scientists design algorithms for replicable experimentation and for 
automated procedures required in large-scale data collection and analysis. Algorithms are used 
constantly in math ranging from standard processes of multiplication and division, all the way to 
abstract computer modelling of sophisticated phenomenon.  
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The example IACT items described in this section are from the elementary school test. A set of items 
for each CT practice was preceded by a warm-up item to familiarize students with the mechanics of 
the item. Descriptions and illustrations of the test items are outlined in Table 1 and described in more 
detail below. 

 
Table 1: Operationalization of CT Practices in IACT Assessment Items 

CT Practice Puzzle Type Task Measure 
Problem 

Decomposition 
Mastermind Identify combination of colour 

and shape of item through 
testing 

Efficiency: ratio of moves to 
required moves 

Pattern 
Recognition 

Raven's 
Progressive 

Matrix 

Select one piece that best 
completes a pattern 

Number correct 

Abstraction Sudoku Fill grid spaces with coloured 
shapes according to a general 

rule 

Percentage correct 

Algorithm Design Maze solving Design a sequence of moves to 
complete the maze 

Efficiency: ratio of moves to 
required moves 

 
Problem Decomposition 

Items related to problem decomposition involve a series of progressively harder puzzles that are 
similar to the game Mastermind. Students use feedback from the item to figure out which values 
(combination of colour and/or shape and/or pattern) solve the puzzle, The puzzle mechanic requires the 
student to drag objects to the test box to get feedback (i.e., correct or incorrect) with regard to colour and 
shape in as few moves as possible. Figure 1 shows an easy problem. The correct answer for this item is 
“red diamond.” If the student first placed the red circle in the test box, a green check will appear for 
“colour” and a red X would appear for shape. This tells the student to continue using a red object but not 
a circle. This leaves only the red diamond option, which is correct. The number of moves to solve the 
problem reflects the efficiency of problem decomposition skill. 

 
Figure 1. Example logic puzzle item targeting Problem Decomposition 
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Pattern Recognition 

Raven’s Progressive Matrices (RPM) (Raven, 1981) were used to assess Pattern Recognition. 
The RPM items serve as a baseline of learners’ ability to infer and apply different patterns in increasingly 
complex situations. RPM were designed to measure abstract reasoning involving patterns, and Raven 
(2000) pointed out that the RPM focuses on two components of general cognitive ability—making sense 
out of apparent chaos and generating a high-level schema to handle complexity. In the fairly easy item 
shown in Figure 2, the student needs to recognize that the top two black triangles are mirror images of 
each other, thus the bottom two should also be mirror images. Option 5 (middle item in the bottom row) 
is the correct response.   

 
Figure 2. Example logic puzzle item targeting Pattern Recognition 

 
 

Abstraction 
To assess Abstraction, pattern-matching puzzles were used. These puzzles require students to 

identify an underlying general rule associated with the patterns of objects and complete the puzzle by 
applying that rule. As shown in Figure 3, students drag objects from an inventory on the right into the 
grey cells on the left to complete the pattern, and thus applying the inferred rule. Each coloured shape can 
only appear once in the solution. In the example shown, the underlying pattern is relatively easy to 
discern—rows are the same colour, and columns are the same shape. Thus, the correct answer would be 
black square (upper left), blue circle (middle), and red triangle (lower right). In later tasks, the patterns 
are more complex and have more cells, thus generating more complex rules. 

 
Figure 3. Example logic puzzle item targeting Abstraction 
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Algorithm Design 

To assess Algorithm Design, the puzzles require a student to set up a sequence of arrows that 
will guide a character along a path in a maze that follows specified criteria. As shown in Figure 4, the 
sequencing task requires the student to insert directional arrows, along with the number of iterations 
needed to guide a leprechaun to a pot of gold in the fewest steps possible, while avoiding certain 
obstacles. The fewest steps possible in this case is five (one step to the right, one step down, one step to 
the right, and two steps down). 

 
Figure 4. Example logic puzzle item targeting Algorithm Design 

 
 

These items were designed to measure individual CT practices as well as being aggregated for an 
overall CT measure.   

The remainder of this paper discusses evidence for the validity and reliability of the IACT 
logic puzzles as measures of CT practices. 
 

3. Research Questions & Hypotheses 
The central question guiding this research is the extent to which the interactive logic puzzles 

provide a valid and reliable assessment of upper elementary- and middle-school learners’ CT practices. 
To study this question, the results from students’ performance on the puzzle tasks were examined using 
four types of analyses to test specific types of validity and reliability evidence with the following 
hypotheses about the results of each of these analyses: 

o Study 1: Correlations among each set of IACT items (associated with each CT practice) were 
examined to establish evidence of construct validity—that all measures are distinct facets of the 
same broader CT construct.  

 
Hypothesis 1: The CT practice measures will be moderately correlated with one another. Since 
the CT measures examine practices that are all facets of the same broader CT construct, we 
hypothesize that they will generally be aligned and share variance along the dimension of CT.  
Study 2: The CT pre-measures were correlated with post-measures to establish evidence of 
IACT test-retest reliability. 
Hypothesis 2: The pre-measures will be moderately to highly correlated with the post-measures, 
suggesting the versions of the logic puzzles are measuring the same construct at each time. The 
two sets of items designed were assumed to be equivalent and randomly assigned between the 
pre- and post-measures. It is intended that the variation between pre-and post-measures be 
attributable only to changes in the learners’ practices rather than differences in the test questions 
themselves. 
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• Study 3: The CT post-measures were correlated with external measures (i.e., teacher ratings of 

their students’ CT practices for one sample and students’ scores on Bebras items for another 
sample) to examine concurrent validity.  
Hypothesis 3: We hypothesize that the CT measures will be moderately correlated with teacher 
ratings of each CT skills and student scores of Bebras items, at the aggregate level and possibly 
at the level of each individual CT practice. The latter is questionable because of the amount of 
overlap among the individual practices. 

• Study 4:  The validity and reliability analyses in studies 1-3 will be repeated separately for 
students with and without IEPs or 504 plan. 
Hypothesis 4:  There will be no significant differences in the validity and reliability of IACT 
scores by IEP/504 status of the students. 

 
3.1 Methods 

The validation studies for IACT took place within other research studies. The first sample was 
collected during a national study of classes in grades 3-8 using the CT learning game, Zoombinis. This 
sample is referred to as the Zoombinis sample. The second sample was collected during a longitudinal 
study of the development of CT in grades 3–8 as part of our Research-Practice Partnership (RPP) with a 
mid-size suburban district outside a major Northeastern U.S. city. This sample is referred to as the RPP 
sample. 
Zoombinis Sample 

During the 2017-18 academic year, 146 teachers from 37 states and 6 countries applied to participate 
in the Zoombinis classroom implementation study. To participate, teachers needed to meet the following 
criteria: 

● They are an elementary- or middle-school educator (grades 3–8) in the U.S. 
● They teach at least one class that supports CT through logic, coding, or preparation for coding 

(e.g., math, science, computer science, tech ed., etc.).  
● Their students have access to Internet-enabled computers to take the pre- and post- assessments 

required for the study. 
● They complete a teacher agreement outlining the study requirements. 
● They obtain administrative approval to participate in the study. 

 Forty-one teachers met all of these criteria and were accepted into the study. These teachers 
taught a total of 146 classes (10 charter, 21 private, 115 public). They were allowed to contribute a 
maximum of 3 unique classes in the study. To qualify as a unique class, the class must have either 
covered different subject areas or different grade levels of the same subject area. If teachers used 
Zoombinis in duplicate sections of these classes, their students took the pre- and post-assessments, but the 
teachers did not complete the other study data collection requirements. These classes are considered 
“non-study” classes to avoid oversampling in the research studies, but they were retained for the validity 
and reliability analyses reported here. Fifty-seven of these classes were labelled as study classes (6 
charter, 4 private, 47 public) and 91 were non-study classes (4 charter, 17 private, 70 public).  

The initial Zoombinis student sample consisted of 3,234 elementary- and middle-school students 
across 146 classes from charter, private, and public schools (see Table 2). Of these, 2,456 students 
completed the pre-assessment and 1,828 completed the post-assessment. A total of 1,498 students 
completed both measures, belonging to 101 classes across 37 teachers. From the subset of 1,828 who 
completed the post-assessments, 851 students did not have a complete set of teacher ratings of their CT 
practices. These students were also excluded from the concurrent validity analyses, resulting in a sample 
size of 977 students with post-assessment and teacher ratings data.  

 
RPP Sample. 

Our second sample was collected from a small, suburban public-school district in the 
Northeastern U.S. as part of an RPP that has the mission to promote the infusion of CT into existing 
STEM curricula. As part of the longitudinal study on the impact of the RPP on students’ CT practices in 
2017 - 2020, logic puzzles are administered to all students in grades 2–8 at the end of each school year. In 
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grades 6–8, science teachers administered the logic puzzles during class time. In grades 2–5, technology 
teachers administered the logic puzzles during technology class time. All logic puzzles were completed in 
May-June of 2018 and 2019, because they are rising 6th graders 5th grade students took the middle-school 
forms of the test. For the RPP middle-school sample (grades 5–8), we also added five Bebras items to the 
pre- and post- assessments to provide evidence of concurrent validity. 

The initial RPP student sample was comprised of 3,402 elementary- and middle-school students 
across the district in grades 2–8 (see Table 2) for 2017-18 and 3,697 students for 2018-19. Students who 
“never joined,” “withdrew” from the study, or did not have a complete set of pre-test and post-test scores 
were excluded from further analyses. The reduced samples across 6 elementary and 2 middle schools 
consisted of 3,066 students for 2017-18 and 2,909 students for 2018-19.  A set of 1,414 students had 
complete pre-test and post-test scores during the first and second years of data collection---23% of these 
students had IEPs/504s (N=337), slightly above the national percentage of students with learning 
disabilities (Digest for Education Statistics, 2016; Horowitz, Rawe, Whittaker, 2017). 

 
Table 2. Description of student samples 

 Zoombinis RPP 
 Pre-Assessment Post Assessment Both 2017-18 2018-19 Both 
Total sample of 

students 
3,234 3,126 

 

3,402 3,697 

 

Never joined or 
withdrew from 

the study 
262 154 146 300 

Incomplete 
Assessment 

Data 
533 1155 178 476 

Final sample of 
students 

2,439 1,817 1,435  3,078      2,921 2,301 

Analyses 
Construct 
Validity 

Construct 
Validity 

Test-
Retest 

Construct 
Validity 

Construct 
Validity 

Test-
Retest 

 
Data Cleaning  

There were 2,788 Zoombinis students who either had pre-test or post-assessments. Two outliers 
from the performance on Algorithm Design (mean number of moves) were dropped. 18 students were 
excluded because they had completed an incorrect assessment for their grade level. This resulted in a total 
of 2,768 Zoombinis students.  There were 3,666 RPP students who either had pre- or post-tests. Most of 
the students who had data from one year only were aging in (2nd grade in year 2) or aging out (8th grade in 
Year 1) of the sample.  The final sample of RPP students with data from both years was 1,414. Details of 
data cleaning to arrive at the final sample of students who completed pre- and post-assessments can be 
found in Appendix A. 

 
3.2 Data Collection  

In each study, a variety of data was collected: student pre-post assessments, teacher logs of their 
CT instructional practices, and teacher interviews. In addition, as external measures of CT, teacher ratings 
of their students’ CT practices were collected in the Zoombinis sample, and student scores on Bebras 
items were used for middle-school students (grades 5–8) in the RPP sample. The pre-post assessments 
and, when available, teacher CT ratings or student scores on Bebras items were used for the validation 
study of IACT assessments reported on in this paper. 

 
Assessment Data Collection 

In the IACT pre and post-tests, there were 3-6 items of increasing difficulty levels for each of the 
4 practices of CT. All items had time limits for completion—2 minutes for the easier items and 5 minutes 
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for the more difficult items. Teachers agreed to allot 30–45 minutes of class time for the administration of 
the pre-assessment and again for the post-assessment.  Assessments were designed to take 30 minutes to 
allow students 150 percent of that to complete the assessment. 

For the Zoombinis sample, teachers decided when to administer the pre-post assessments based 
on when Zoombinis best fit into their CT instruction. Teachers asked their students to complete the pre-
assessments before they started playing Zoombinis. When teachers completed their CT instruction, they 
administered the post-assessment.  

For the RPP sample, the IACT items were administered near the end of each school year through 
the district in grades 2–8. The data from Spring 2017 is used as the Time 1 measure for this study and 
data from Spring 2018 is used as the Time 2 measure.  

All IACT data were collected through our team’s game data architecture, Data Arcade. Data 
Arcade facilitated the collection of all pre-assessment data and unlocked the game once the pre-
assessment had been completed. Teachers created non-identifying usernames for their students in Data 
Arcade. Only teachers knew the real identities of students in their classes. Data Arcade then assigned a 
unique password and UserID number to each student. Teachers, in turn, shared the usernames and 
passwords with the students. This UserID was used to link assessment, game, CT rating, and Bebras data. 

 
IACT Scoring 

Pre-post assessment scale scores were calculated for the IACT logic puzzle items as the means 
of items per category: Problem Decomposition, Pattern Recognition, Abstraction, and Algorithm Design. 
This was calculated slightly differently for each set of tasks. The Problem Decomposition tasks provided 
feedback after each move, and the number of moves was unlimited, so the scores relied on the mean 
efficiency a student used to solve the puzzles.  Efficiency is defined as the number of moves the student 
took divided by the minimum number of moves needed to solve the puzzle.  In cases where the player 
lucked into getting a solution in less than the minimum number of moves, their efficiency was given a 
value of 1. The Pattern Recognition tasks simply had the student choose a response, so the scoring used 
the mean number of correct responses. Because the Abstraction puzzles allowed for individual array 
spaces to be counted as incorrect or correct, the mean percentage of spaces with correct responses was 
used. The Algorithm Design puzzles allowed for testing so the mean efficiency (# moves / minimum # 
moves needed) was also used in scoring. Because the first items for each category were used for practice, 
these items were dropped from mean calculations. Table 3 describes the calculations of the scale scores 
for each CT practice.  

The middle school form was designed to be more difficult than the elementary form.  To account 
for this, scores were standardized by form (elementary vs. middle school). The standardized scores for the 
CT practices were examined individually and in aggregate (Table 3). An aggregate measure of CT was 
calculated by first standardizing the means of each item type to produce a Z-score for each CT practice. 
The final Z-scores were averaged to create the aggregate CT measure used in this study. The units are the 
number of standard deviations from the mean Z-score of the four CT practices.  

 
Table 3. Scoring of assessment items for each CT practice 

CT Practice Number of items Measure used for scoring 

Problem Decomposition 4 Mean efficiency (# moves/min # moves)  

Pattern Recognition 5 Mean number of correct responses  

Abstraction 6 
Mean percentage of array spaces completed 
correctly 

Algorithm Design 3 Mean efficiency (# moves/min # moves) 
 

Aggregated CT 
18 

Average of Z-scores of 4 CT practice 
measures above 
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If a student had 0 number of moves on one of the Problem Decomposition or Algorithm Design 
items, this indicated that the student timed out of solving the puzzle. These timed-out instances were 
excluded from the computation of the mean efficiency in Problem Decomposition and Algorithm Design. 
Appendix B summarize the number of students who had complete, timed out, and missing pre-post 
assessments (mean efficiency) for Problem Decomposition and Algorithm Design, respectively.  

 
Teacher CT Ratings Sheets  

A CT rating sheet was designed and reviewed by 3-4 teachers before its use in the full study. 
Teachers in the study were given a brief description of the instrument by a research team member, along 
with its purpose and how to use it. After they administered the post-assessments, Zoombinis teachers 
were asked to rate each of their students based on the 4 CT practices in their students’ work. This was an 
attempt to have an external measure of CT that still did not rely on text responses or coding. Sample 
behaviours were provided with a rubric so that teachers had a shared definition of each CT practice (See 
Table 4).  
 
Table 4. Teacher ratings of their students’ CT practices: Definitions and sample behaviours 

CT Practice Definition Sample Behaviours 

Problem Decomposition: Breaking a problem into 
smaller, more manageable parts 

1. When faced with a complex task, breaks it into 
smaller, simpler tasks. 
2. Considers one variable at a time when thinking 
about cause and effect. 

Pattern Recognition: Identifying patterns, trends, 
or similarities between things 

1. Identifies similarities and differences in sets of 
objects. 
2. Applies a pattern to predict an outcome. 

Abstraction: Removing specific differences/details 
to make a generalized solution that will work for 
multiple problems 

1. Identifies general rules to explain trends and 
patterns. 
2. Identifies common strategies that can apply to 
many problems 

Algorithm Design: Creating an ordered series of 
instructions for solving a problem or performing a 
task 

1. Writes or describes exact set of instructions for 
a complex task 
2. Recognizes the importance of the order of 
events in solving a problem. 

 
Teachers received a Google Sheet with the Data Arcade usernames of students in each of their 

classes. Next to each student’s username was a dropdown 5-point rating scale: Great Extent (5), Large 
Extent (4), Moderate Extent (3), Slight Extent (2), Not at All (1). For each student, teachers were asked to 
select one rating for each CT practice based on the extent to which they had seen those behaviours in their 
students’ work and overall classroom practices.  

 
Bebras Items 

Because the CT Rating sheet depended on teacher’s ratings without substantive preparation or 
guidance, we also wanted to use a set of relatively established external items to compare results with the 
IACT items. We selected the Bebras tasks because they were closest to our needs, but we still had 
reservations that they would adequately measure CT practices among neurodiverse learners. We selected 
five items from Bebras that aligned with the four CT practices of our study. The first item was a maze 
task where students were to sequence a series of arrows to send a robot through a maze. This is analogous 
to the IACT items for Algorithm Design. The second item was a pattern matching game where shapes 
were combined to make another shape, analogous to the Raven’s Progressive Matrices we used in IACT 
to measure Pattern Recognition. The third and fourth items were Problem Decomposition items analogous 
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to the IACT Problem Decomposition item that mimicked the game Mastermind, but with considerably 
more text. The fifth Bebras item required students to generalize a rule to break a code, similar to the 
IACT Abstraction items. The five Bebras items used in this study are provided in Appendix C.  
IEP/504 Plan Status 

The RPP school district provided IEP/504 plan status for all students in their district each year of 
the study.  Only students with IEP or 504 status of ‘Active’ in a specific school year were categorized as 
having an IEP/504 plan. 

 
4. Results 

To study the construct validity and reliability of the IACT items, addressing the first and second 
hypotheses, a series of correlational analyses were conducted using Pearson correlations with the 
following items: 1) pre-test measures, 2) post-test measures, and 3) test-retest of the same CT practice. To 
address the third hypothesis, namely concurrent validity, Pearson correlations were computed between 
post-test measures and teacher ratings of their students’ CT for the Zoombinis sample, and between post-
test measures and Bebras items for the RPP sample. All of these analyses were completed separately for 
students with and without IEP/504 plans to address the fourth hypothesis.  Across all findings, mean 
moves was expected to be negatively correlated with mean number of correct responses and mean 
percentage of correct responses, as higher mean moves suggested less efficient solutions in the pre-test 
and post-test measures.  

 
Construct Validity 

Tables 5 and 6 display the correlations among the standardized IACT measures for the 
Zoombinis and RPP samples. In both samples, there are low to moderate correlations among the measures 
for both the pre- and the post-assessments (see Appendix D for the complete list of correlations). This 
supports the first hypothesis that the measures of the CT practices are similar yet distinct. The 
intercorrelation is highest between Pattern Recognition and Abstraction, which points to the strong 
dependence of these practices. Abstraction can be thought of as the generalization of observed patterns 
into a rule or category, so it is reasonable that students who are strong in Abstraction would also be strong 
in Pattern Recognition.  
 
Table 5. Pearson intercorrelations of pre-assessment measures for the Zoombinis and RPP samples  

Correlations 
between CT 

Practice 

CT Practice Zoombinis sample 
(N= 2206-2314) 

RPP sample 
(N= 2732-2937) 

Average across 
samples 

Problem 
Decomposition  
Avg Efficiency) 

Pattern Recognition 
(Correct) 

0.18 0.12 0.15 

Abstraction (Percent 
Correct Spaces) 

0.23 0.16 0.20 

Algorithm Design 
(Avg Efficiency) 

0.27 0.14 0.21 

Pattern 
Recognition 

(Correct) 

Abstraction (Percent 
Correct) 

0.32 0.30 0.31 

Algorithm Design 
(Avg Efficiency) 

0.24 0.21 0.23 
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Abstraction 
(Percent Correct 

Spaces) 

Algorithm Design 
(Avg Efficiency) 

0.26 0.26 0.26 

Note: Significant at an alpha level of 0.0001.  
 
 
Table 6. Pearson intercorrelations of post-assessment measures for Zoombinis and RPP samples 

Correlations 
between CT 

Practices 

CT Practice Zoombinis sample 
(N= 1600-1773) 

RPP sample 
(N= 2315-2623) 

Average across 
samples 

Problem 
Decomposition  
Avg Efficiency) 

Pattern Recognition 
(Correct) 

0.19 0.12 0.16 

Abstraction (Percent 
Correct) 

0.24 0.20 0.22 

Algorithm Design 
(Avg Efficiency) 

0.22 0.14 0.18 

Pattern 
Recognition (% 

Correct) 

Abstraction (Percent 
Correct) 

0.35 0.31 0.33 

Algorithm Design 
(Avg Efficiency) 

0.23 0.23 0.23 

Abstraction 
(Percent Correct 

Spaces) 

Algorithm Design 
(Avg Efficiency) 

0.24 0.23 0.24 

Note: Significant at an alpha level of 0.0001. 
 
Test-Retest Reliability 

Table 7 displays the correlations for test-retest reliability among the standardized CT measures. 
Correlation coefficients may be higher for the Zoombinis sample than the RPP sample because all 
students in Zoombinis classrooms experienced some degree of CT intervention whereas this was true for 
less than a third of the RPP sample. There were varied results for the measures of individual CT practices, 
with acceptable test-reliability for the aggregated CT measure but below what was expected for the 
individual practices across both samples. The Pattern Recognition items were Raven’s Progressive 
Matrices drawn from a public sample on the Internet. While there are no published test-retest results for 
these particular sets of items, this research typically has test-retest reliability of between 0.70 and 0.85 
(e.g., Abdel-Khalek, 2005; Raven, Raven, & Court, 2000).  

 
Table 7. Results for test-retest reliability 

 Zoombinis sample 
(N= 1330-1434) 

RPP sample 
(N=1955-2299) 

Average across 
samples 

Correlation coefficients for test-retest 
reliability  Pearson r 

Problem Decomposition (Avg 
Efficiency) 

0.26 0.23 0.25 

Pattern Recognition (% Correct) 0.21 0.14 0.18 
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Abstraction (% Correct Spaces) 0.38 0.41 0.40 

Algorithm Design (Avg Efficiency) 0.27 0.18 0.23 

Aggregated CT 0.55 0.43 0.49 

Note: Significant at an alpha level of 0.0001.   
 

While results for the measures of individual CT practices are considerably lower than what is 
indicated in prior literature, the finding for the aggregated CT measure in the Zoombinis sample indicate 
strong test-retest reliability. The aggregated CT measure is more stable across time as compared to 
measures of individual CT practices.  

 
Concurrent Validity 

Standardized measures of individual CT practices from IACT did not strongly correlate with the 
individual practices measured by the teacher ratings and scores on Bebras items (see Appendix E for 
results from the Zoombinis sample and the RPP samples, respectively). The correlations between the 
IACT measures and the external measures were no higher for corresponding practices than they were for 
non-corresponding practices. Neither teacher ratings nor student performance on comparable Bebras 
items were able to distinguish well between the individual practices of CT. This may likely be due to the 
highly overlapping nature of the CT practices discussed earlier. In the Zoombinis sample, the correlations 
between teacher CT ratings were moderately high, ranging from 0.70 to 0.78 for Zoombinis (see 
Appendix F), suggesting that these teachers were not distinguishing between CT practices when rating 
their students. There was some distinction between practices when using the Bebras items, however, 
suggesting that it may have been a limitation of the teacher rating sheet in supporting teachers’ distinction 
of the individual CT practices.   
 As seen in Table 8 while the individual practices were not correlated with the external measures, 
the aggregated measure of CT was moderately correlated with the teacher CT ratings for the Zoombinis 
sample , r (941) = 0.29, p < 0.0001 and with students’ Bebras scores for the RPP sample, r (1408) = 0.40, 
p < 0.0001. In particular, the IACT aggregated measure of CT was positively associated with an 
aggregated CT measure using five Bebras items, providing some evidence that these measures assess the 
same construct. In other words, students who performed better in all four CT practices as measured by 
IACT were also more likely to answer a higher percentage of the Bebras items correctly. While the 
correlations were moderate between aggregated measures of CT, the hypothesized moderate relationship 
between IACT and Bebras items at the individual CT practice level was not found. Those results can be 
found in Appendix E.   
 
Table 8. Results for concurrent validity 

Correlations between 
External CT measures 

Zoombinis Teacher 
Ratings 
(N=941) 

RPP sample 
(N=1408) Average across samples 

Aggregated CT 0.29 0.40 0.35 

 
Comparison of Reliability and Validity by students with and without IEP/504s 

All three analyses above included students with and without IEP/504s.  In this section those 
analyses are repeated separately for students with and without IEP/504s and compared using a Fisher’s Z-
transformation in order to test the significance of differences between correlations from both groups. 

Construct Validity 
Tables 9 and 10 display the correlations among the standardized pre and post IACT measures for 

students with and without IEP/504s in the RPP sample. In both samples, there are low to moderate 
correlations among the measures for both the pre- and the post-assessments.  After transforming these 
correlations to Fisher’s Z scores, there were no significant differences in the construct validity by IEP/504 
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status of the students. This supports the fourth hypothesis that the measures of the CT practices are 
similar yet distinct regardless of student IEP/504 status.  

 
 
Table 9. Pearson intercorrelations of pre-assessment measures for students with and without 

IEP’/504s in the RPP samples  

Correlations 
between CT 

Practice 

CT Practice Students with 
IEP/504s 

(N= 584-658) 

Students without 
IEP/504s 

(N= 2230-2279) 

Problem 
Decomposition  
Avg Efficiency) 

Pattern 
Recognition 
(Correct) 

0.15 0.08 

Abstraction 
(Percent Correct 
Spaces) 

0.16 0.12 

Algorithm Design 
(Avg Efficiency) 

0.17 0.10 

Pattern 
Recognition 

(Correct) 

Abstraction 
(Percent Correct) 

0.29 0.28 

Algorithm Design 
(Avg Efficiency) 

0.16 0.21 

Abstraction 
(Percent Correct 

Spaces) 

Algorithm Design 
(Avg Efficiency) 

0.27 0.23 

Note: No differences between correlations were significant at an alpha level of 0.05. 
 
Table 10. Pearson intercorrelations of post-assessment measures for students with and without IEP’/504s 
in the RPP samples  

Correlations 
between CT 

Practice 

CT Practice Students with 
IEP/504s 

(N= 462-573) 

Students without 
IEP/504s 

(N= 1853-2049) 

Problem 
Decomposition  
Avg Efficiency) 

Pattern 
Recognition 
(Correct) 

0.10 0.09 

Abstraction 
(Percent Correct 
Spaces) 

0.21 0.16 

Algorithm Design 
(Avg Efficiency) 

0.19 0.10 

Abstraction 
(Percent Correct) 

0.32 0.28 
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Pattern 
Recognition 

(Correct) 

Algorithm Design 
(Avg Efficiency) 

0.29 0.20 

Abstraction 
(Percent Correct 

Spaces) 

Algorithm Design 
(Avg Efficiency) 

0.30 0.19 

Note: No differences between correlations were significant at an alpha level of 0.05 
 

Test-Retest Reliability 
Table 11 displays the correlations for test-retest reliability of the standardized CT measures 

among students with and without IEP/504 plans.  There was no significant difference in test-retest 
reliability across these groups. 

 
Table 11. Results for test-retest reliability by student IEP/504 status 

Pearson r for test-retest reliability Students with IEP/504s 
(N= 337) 

Students without 
IEP/504s 
(N=1077) 

Aggregated CT 0.41 0.37 
Note: No differences between correlations were significant at an 
alpha level of 0.05.  

 
Concurrent Validity 
The aggregated measure of CT was moderately correlated with students’ Bebras scores for the 

students with IEP/504 plans, r (275) = 0.34, p < 0.0001, and students without IEP/504 plans, r (1004) = 
0.41, p <0 .0001.  These correlations were not statistically different providing some evidence that the 
concurrent validity of the IACT does not differ by student IEP/504 status. 

 
Table 12. Results for concurrent validity by student IEP/504 status 

Correlations with IACT and Bebras 
measures 

Students with 
IEP/504s 
(N=275) 

Students without 
IEP/504s 
(N=1004)  

Aggregated CT 0.34 0.41 

Note: No differences between correlations were significant at an 
alpha level of 0.05. 

 
 

5. Discussion 
Validated measures of CT practices were needed to conduct research on game-based learning with 

the CT learning game, Zoombinis. The target audience included learners with IEPs who may have difficulty 
with textual assessment items and/or have no pre-existing knowledge of any type of coding language 
(including block-style introductory coding). Because of this we designed the IACT items based on upon 
similar models from psychological assessments that are typically used with a neurodiverse audience.  In 
one case, for Pattern Recognition, we used an instrument drawn directly from clinical usage, the Raven’s 
Progressive Matrices (Raven, 2000). For the other CT practices, we modified common interactive logic 
puzzles that used little to no text and required no previous coding experience. These items were designed 
for use in the Zoombinis study, and while they are not exactly aligned with the CT practices themselves, 
may provide a model for how more generalizable puzzles can be used to assess CT practices with young 
and neurodiverse learners and outside coding and computer science examples. The IACT items are intended 
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to measure the four fundamental CT practices—Problem Decomposition, Pattern Recognition, Abstraction, 
and Algorithm Design—that were most evident in students’ Zoombinis gameplay.  

To explore the validity of these items, data were collected from two samples, along with 
external measures. The first sample included over 2500 elementary- and middle-school students who took 
part in a game-based learning study for the game Zoombinis. For this sample, we collected IACT data as 
well as teachers’ CT ratings of their students on the same CT practices as IACT. We found with this 
sample that IACT items showed promise to measure CT, but we lacked a solid external measure for 
validation. Thus, we extended the study to include a second sample from a district-wide study where 
assessments were administered at the end of two different school years. For this sample, we collected 
IACT data as well as teachers’ CT ratings of their students on the same CT practices as IACT, and we 
added Bebras items that aligned with the CT practices that were also collected from middle-school 
students. 

The first hypothesis we studied was that the IACT demonstrated construct validity and thus 
could independently measure the four practices of CT. This hypothesis was confirmed. The items for each 
of the CT practices showed distinct results. 

The second hypothesis we studied was that the IACT demonstrated a reliable measure over 
time. The test-retest reliability results between the pre- and post-tests for the individual CT practices were 
not strong enough to make a clear argument that learners perform consistently on these items for 
individual practices over time. Findings related to the aggregated measure of CT, however, indicated 
moderate test-retest reliability suggesting that this is a more consistent measure to use than items related 
to individual CT practices. This finding suggests that using an aggregated measure of CT can be 
appropriate for examining change in students’ overall CT practices between two different points in time.  

In confirmation of the third hypothesis, the aggregated CT assessment showed moderate 
evidence of concurrent validity. Our research correlated the IACT items to other external measures of 
these CT practices—a teacher CT rating sheet and Bebras items for the middle-school students in the RPP 
sample. Learners’ overall performance aggregated across the four CT practices correlated with the teacher 
CT ratings of their students and the students’ Bebras scores enough to make an argument for concurrent 
validity of the IACT items as an overall measure of CT. More refinement is needed for the IACT 
measures before they could serve as distinct assessments of individual CT practices, and it may be that 
these practices have too much overlap for distinction.  

The final hypothesis, that the reliability and validity of IACT would not different by student 
IEP/504 status, was confirmed across all three analyses.  This supports our decision to design IACT items 
that were interactive (instead of multiple choice) and relied on limited text. 
 

6. Conclusions 
These findings suggest that IACT shows promise to contribute to the field of CT assessment but 

needs refinement to reach strong validity. In this current research, we have demonstrated moderate test-
retest reliability and concurrent validity, and low to moderate construct validity for an aggregated 
measure of CT. IACT may be able to be further refined to distinguish and assess individual CT practices 
with future research. 

As the field of CT education rapidly moves forward, it is important to establish a body of 
learning assessments that adequately measure students’ practices associated with CT. In particular, it is 
important that these assessments are designed to capture the strengths and weaknesses demonstrated by a 
broad range of learners, including learners who may struggle with textual assessments and who have no 
pre-existing coding experience. This suggests the need for CT assessments that can measure practices 
without relying on text or coding. The IACT logic puzzles represent an important first step in this 
endeavor.  

Not only are these items among the first with validation studies using a large number of learners, 
but they also have the unique strength of being designed with accessibility and learner variability in mind. 
The assessments extract information about students’ CT practices in Problem Decomposition, Pattern 
Recognition, Abstraction, and Algorithm Design through students’ activity in a set of logic puzzles as 
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opposed to coding tasks or written questions. This work contributes not only to the field of measurement 
of CT, but also to the important task of finding inclusive ways to assess learning.  

 
Limitations  

There are several limitations to this study. Foremost is the lack of established external measures 
to which the validity of the IACT assessments can be compared. CT is an emergent field in K-12 
education, and there are few assessment instruments for this age group and/or for learners with 
neurodiversity. IACT was designed for research in a game-based learning study that included 
neurodiverse students who may have not had previous experience with CT or coding as a target audience. 
The specific context of the research study also meant that the IACT items focus on four fundamental 
concepts of CT and do not attempt to define CT nor encompass all practices that could be included in CT. 
This assessment was designed to be administered in one class period, limiting the number of items for 
each CT construct. This likely played a role in the lower than typical correlations.  Third, item type is 
confounded with CT construct (i.e., all items for a specific CT construct have the same unique item 
format), making a factor analysis of all CT items not meaningful (i.e., if items clustered by construct it 
could also be due to having a similar item type). Finally, multilevel analyses were not used in the reported 
study of the IACT items. While the data we used for these analyses has a nested structure, we did not 
have sufficient sample size at each level to adjust these correlations for this nestedness (e.g., students 
nested in courses nested in teachers). Future validation of IACT would need to account for variation 
among classes and teachers.  
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Appendices 

 
Appendix A. Details of Data Cleaning  

In the Zoombinis study, there were instances when teachers administered the pre-test later than 
expected. Specifically, students took the pre-test at a time when the post-test was supposed to be 
administered. In these cases, students’ pre-test scores were treated as responses to the post-test measures. 
Students in these cases had missing pre-test scores. This rule was applied to 12 percent of our student 
sample (n = 329). The pattern of results did not vary when these students were removed, so they were 
retained for the analyses presented in this paper. It was possible for participants to complete some but not 
all of the items, so the total number of responses varied. Between 23 and 169 students had missing pre-test 
measures, depending on the CT practice. As many as 2,416 students (Study class students = 999, non-study 
class students = 1,417) had completed all pre-test measures belonging to at least one CT practice (Table 2) 
and were included in the reliability analyses. Of these 2,416 students, 1,523 students were from grades 3–
5 (733 females, 790 males) and 893 students were from grades 6–8 (422 females, 468 males, 3 other).   

For the RPP sample, between 22 and 255 students had missing pre-test measures. From a 
maximum number of 3,056 students with pre-test measures, 857 students were from grades 2–4 (429 
females, 428 males) and 2,199 were from grades 5–8 (1,119 females, 1079 males, 1 other).  
 

 
Table 1. Number of students who took the pre-assessment 

 Zoombinis RPP  
Final Sample of Students 2,439 3,078 

Students with Missing Pre-Assessment Scores* 23–169 22–255 

Number of Students with Pre-Assessment Scores* 2,270–2,416 2,823–3,056 

*Varies by CT Practice   
 
In the Zoombinis sample, between 44 and 188 students had missing post-test measures, depending 

on the CT practice item set. A maximum of 1,773 students (study class students = 1016, non-study class 
students = 757) completed all post-assessment measures belonging to at least one CT practice (Table 2). 
Of these 1,773 students with complete post-assessment data in one CT practice, 1,174 students were from 
grades 3–5 (566 females, 608 males) and 599 students were from grades 6–8 (273 females, 323 males, 3 
other). There were 1281 students who completed all pre-test and post-test measures across all CT practices 
(Study class students = 702, non-study class students = 579). 
 For the RPP sample, between 32 and 367 students had missing post-test measures. As many as 
2,889 students completed all post-assessments belong to at least one CT practice (Table 3). From the 2,889 
students with complete post-assessment data in one CT Practice, 1,147 students were from grades 2–4 (575 
females, 572 males) and 1,742 students were from grades 5–8 (891 females, 850 males, 1 other).  
 
 
Table 2. Number of students who took the post-assessment 

 Zoombinis  RPP 

Final Sample of Students 1,817 2,921 

Students with Missing Post-Assessment Scores* 44–188 32–367 

Number of Students with Post-Assessment Scores* 1,629–1,773 2,554–2,889 

*Varies by CT Practice   
 
Appendix B: Timed-out items for Problem Decomposition and Algorithm Design   



International Journal of Computer Science Education in Schools, April 2021, Vol. 5, No. 2 
ISSN 2513-8359 

 
Table 1: Number of students with pre-assessment and post-assessment items for Problem Decomposition 
(average efficiency)  

 
Zoombinis  

(pre-assessment)  
Zoombinis  

(post-assessment)  
RPP 2017-

18 
RPP 2018-

19 
Students with Complete Items for 
Problem Decomposition (average 

efficiency) 
2,416 1,773 3,056 2,889 

Students Who Timed Out of 
Assessment Items for Problem 

Decomposition (average efficiency) 
                 106 51 180 142 

Students Who Timed Out of All 
Assessment Items for Problem 

Decomposition (average efficiency) 
                  23 44         22  32 

 
Appendix 2. Number of students with pre-assessment items and post-assessments items for Algorithm 
Design (mean number of optimal moves)  

 Zoombinis 
 (pre-assessment)  

Zoombinis  
(post-assessment)  

RPP 2017-18 RPP  2018-
19 

Students with Complete 
Assessment Items for Algorithm 

(average efficiency) 
2,270 1,691 2,823 2,607 

Students Who Timed Out of Pre-
Assessment Items for Algorithm 

Design (average efficiency) 
793 458 1,228 1,070 

Students Who Timed Out of Post-
Assessment Items for Algorithm 

Design (average efficiency) 
169 41 255 314 
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Appendix C. Bebras Items  
We selected 5 Bebras items that corresponded to our 4 types of logic puzzles. Items 3 and 4 are most 
similar to our Problem Decomposition items. Items 1, 2, and 5, and 1 were most similar to our Algorithm 
Design, Pattern Recognition, and Abstraction items, respectively. 
Bebras Item 1  
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Bebras Item 2  
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Bebras Item 3  
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Bebras Item 4:  
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Bebras Item 5  

 
 
 
Appendix D. Construct Validity 
For the Problem Decomposition and Algorithm Design items, we tried several means of scoring those 
items. These included the total number of moves the player used to solve the problem, percentage of items 
solved correctly, the efficiency of the number of moves players used relative to the maximum number of 
moves needed to find a solution, and the percentage of items solved optimally. Because students could 
make more than one attempt to solve each Algorithm Design item, the total number of runs they made 
was also examined.  
 
Percent Correct: Whether or not each item was answered correctly, regardless of the number of moves, 
was recorded. It was possible for students to time out of each item without answering correctly. The 
percentage of items answered correctly was calculated.  
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Efficiency: For Problem Decomposition items, a maximum of 3 moves was needed to solve elementary 
problems while 4 moves were needed to solve the middle-school problems. The efficiency with which 
each item was solved was calculated by dividing this maximum number by the actual number of moves 
taken. In cases where players were able to solve the problem with fewer than the maximum number of 
moves, their efficiency was capped at 100 percent. With Algorithm Design items, the minimum number 
of moves needed to find a solution depended on the number of submissions players made. This minimum 
number of moves was recorded for each item. 
Optimal Solutions: Optimal solutions for Problem Decomposition items were those solved with 100 
percent efficiency. For Algorithm Design items, a solution was considered optimal if it was solved with 
100 percent efficiency with one submission. 
 
Tables 1 and 2 report the correlations between all of the scoring approaches taken for the Problem 
Decomposition and Algorithm Design items with each other and with the Pattern Recognition and 
Abstraction item percent correct scores. 
 
Table 1. Pearson intercorrelations of pre-assessment measures for the Zoombinis and RPP samples  

Correlations 
between CT 

Practices 

CT Practice  Zoombinis sample 
(N=2206-2416)  

RPP sample 
(N=2772-3056)  

Average across 
samples 

 
Problem 

Decomposition  
(# Moves) 

Problem 
Decomposition 
(Percent Optimal)  

-0.80 -0.77 -0.79 

Problem 
Decomposition 
(Percent Correct)  

-0.18 -0.25 -0.22 

Problem 
Decomposition 
(Avg. Efficiency)  

-0.84 -0.79 -0.81 

Pattern Recognition 
(Correct) 

-0.15 -0.12 -0.13 

Abstraction (Percent 
Correct Spaces) 

-0.21 -0.11 -0.16 

Algorithm Design (# 
Moves) 

-0.06 -0.04 -0.05 

Algorithm Design 
(Percent Correct)   

-0.23 -0.07 -0.15 

Algorithm Design (# 
Runs)  

0.21 0.07 0.14 

Algorithm Design 
(Avg. Efficiency)  

-0.23 -0.08 -0.15 

Algorithm Design 
(Percent Optimal)  

-0.19 -0.04 -0.12 
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Problem 
Decomposition  

(Percent Optimal) 

Problem 
Decomposition 
(Percent Correct)  

0.24 0.33 0.29 

Problem 
Decomposition 
(Avg. Efficiency)  

0.89 0.87 0.88 

Pattern Recognition 
(Correct) 

0.18 0.13 0.15 

Abstraction (Percent 
Correct Spaces) 

0.22 0.16 0.19 

Algorithm Design (# 
Moves) 

0.08 0.06 0.07 

Algorithm Design 
(Percent Correct)   

0.22 0.10 0.16 

Algorithm Design (# 
Runs)  

-0.21 -0.08 -0.14 

Algorithm Design 
(Avg. Efficiency)  

0.23 0.11 0.17 

Algorithm Design 
(Percent Optimal)  

0.20 0.07 0.14 

Problem 
Decomposition  

(Percent Correct) 

Problem 
Decomposition 
(Avg. Efficiency)  

0.54 0.65 0.60 

Pattern Recognition 
(Correct) 

0.07 0.04 0.06 

Abstraction (Percent 
Correct Spaces) 

0.10 0.09 0.09 

Algorithm Design (# 
Moves) 

0.11 0.09 0.10 

Algorithm Design 
(Percent Correct)   

0.14 0.13 0.13 

Algorithm Design (# 
Runs)  

-0.07 0.01 -0.03 

Algorithm Design 
(Avg. Efficiency)  

0.14 0.13 0.13 

Algorithm Design 
(Percent Optimal)  

0.06 -0.01 0.03 
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Problem 
Decomposition  

(Avg. Efficiency) 

Pattern Recognition 
(Correct) 

0.18 0.12 0.15 

Abstraction (Percent 
Correct Spaces) 

0.23 0.16 0.20 

Algorithm Design (# 
Moves) 

0.10 0.08 0.09 

Algorithm Design 
(Percent Correct)   

0.26 0.13 0.20 

Algorithm Design (# 
Runs)  

-0.22 -0.07 -0.15 

Algorithm Design 
(Avg. Efficiency)  

0.27 0.14 0.21 

Algorithm Design 
(Percent Optimal)  

0.21 0.05 0.13 

Pattern 
Recognition 

(Correct) 

Abstraction (Percent 
Correct Spaces) 

0.32 0.30 0.31 

Algorithm Design (# 
Moves) 

0.11 0.15 0.13 

Algorithm Design 
(Percent Correct)   

0.28 0.24 0.26 

Algorithm Design (# 
Runs)  

-0.26 -0.21 -0.23 

Algorithm Design 
(Avg. Efficiency)  

0.24 0.21 0.23 

Algorithm Design 
(Percent Optimal)  

0.25 0.10 0.18 

Abstraction 
(Percent Correct 

Spaces) 

Algorithm Design (# 
Moves) 

0.09 0.12 0.11 

Algorithm Design 
(Percent Correct)   

0.28 0.25 0.27 

Algorithm Design (# 
Runs)  

-0.26 -0.24 -0.25 

Algorithm Design 
(Avg. Efficiency)  

0.26 0.26 0.26 

Algorithm Design 
(Percent Optimal)  

0.24 0.16 0.20 
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Algorithm Design 
(# Moves) 

Algorithm Design 
(Percent Correct)   

0.34 0.45 0.40 

Algorithm Design (# 
Runs)  

-0.12 -0.11 -0.11 

Algorithm Design 
(Avg. Efficiency)  

0.11 0.35 0.23 

Algorithm Design 
(Percent Optimal)  

-0.08 0.07 -0.01 

Algorithm Design 
(Percent Correct)  

Algorithm Design (# 
Runs)  

-0.41 -0.29 -0.35 

Algorithm Design 
(Avg. Efficiency)  

0.96 0.98 0.97 

Algorithm Design 
(Percent Optimal)  

0.43 0.32 0.37 

Algorithm Design 
(Runs)  

Algorithm Design 
(Avg. Efficiency)  

-0.40 -0.30 -0.35 

Algorithm Design 
(Percent Optimal)  

-0.64 -0.51 -0.57 

Algorithm Design 
(Avg. Efficiency)  

Algorithm Design 
(Percent Optimal)  

0.50 0.36 0.43 

Note: Significant at an alpha level of 0.05 except if in italics. 
 
 
Table 2. Pearson intercorrelations of post-assessment measures for Zoombinis and RPP samples 

Correlations 
between CT 

Practices 

CT Practice  Zoombinis sample 
(N=1600-1774)  

RPP sample 
(N=2315-2889)  

Average across 
samples 

 
Problem 

Decomposition  
(# Moves) 

Problem 
Decomposition 
(Percent Optimal)  

-0.76 -0.65 -0.71 

Problem 
Decomposition 
(Percent Correct)  

-0.11 -0.12 -0.12 

Problem 
Decomposition 
(Avg. Efficiency)  

-0.83 -0.67 -0.75 

Pattern Recognition 
(Correct) 

-0.14 -0.11 -0.13 
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Abstraction (Percent 
Correct Spaces) 

-0.19 -0.13 -0.16 

Algorithm Design (# 
Moves) 

-0.02 -0.05 -0.04 

Algorithm Design 
(Percent Correct)   

-0.22 -0.09 -0.16 

Algorithm Design (# 
Runs)  

0.23 0.13 0.18 

Algorithm Design 
(Avg. Efficiency)  

-0.20 -0.09 -0.15 

Algorithm Design 
(Percent Optimal)  

-0.17 -0.06 -0.12 

Problem 
Decomposition  

(Percent Optimal) 

Problem 
Decomposition 
(Percent Correct)  

0.23 0.25 0.24 

Problem 
Decomposition 
(Avg. Efficiency)  

0.90 0.72 0.81 

Pattern Recognition 
(Correct) 

0.20 0.13 0.17 

Abstraction (Percent 
Correct Spaces) 

0.24 0.12 0.18 

Algorithm Design (# 
Moves) 

-0.02 0.08 0.03 

Algorithm Design 
(Percent Correct)   

0.21 0.11 0.16 

Algorithm Design (# 
Runs)  

-0.25 -0.08 -0.17 

Algorithm Design 
(Avg. Efficiency)  

0.21 0.11 0.16 

Algorithm Design 
(Percent Optimal)  

0.21 0.09 0.15 

Problem 
Decomposition  

(Percent Correct) 

Problem 
Decomposition 
(Avg. Efficiency)  

0.48 0.70 0.59 

Pattern Recognition 
(Correct) 

0.08 0.05 0.07 
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Abstraction (Percent 
Correct Spaces) 

0.09 0.12 0.11 

Algorithm Design (# 
Moves) 

0.00 0.05 0.03 

Algorithm Design 
(Percent Correct)   

0.09 0.07 0.08 

Algorithm Design (# 
Runs)  

-0.06 0.03 -0.02 

Algorithm Design 
(Avg. Efficiency)  

0.09 0.06 0.08 

Algorithm Design 
(Percent Optimal)  

0.06 0.03 0.05 

Problem 
Decomposition  

(Avg. Efficiency) 

Pattern Recognition 
(Correct) 

0.19 0.12 0.16 
 

Abstraction (Percent 
Correct Spaces) 

0.24 0.20 0.22 

Algorithm Design (# 
Moves) 

-0.01 0.10 0.05 

Algorithm Design 
(Percent Correct)   

0.23 0.14 0.19 

Algorithm Design (# 
Runs)  

-0.25 -0.14 -0.20 

Algorithm Design 
(Avg. Efficiency)  

0.22 0.14 0.18 

Algorithm Design 
(Percent Optimal)  

0.21 0.09 0.15 

Pattern 
Recognition 

(Correct) 

Abstraction (Percent 
Correct Spaces) 

0.35 0.31 0.33 

Algorithm Design (# 
Moves) 

0.08 0.15 0.12 

Algorithm Design 
(Percent Correct)   

0.36 0.30 0.33 

Algorithm Design (# 
Runs)  

0.27 0.26 0.27 

Algorithm Design 
(Avg. Efficiency)  

0.24 0.24 0.24 
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Algorithm Design 
(Percent Optimal)  

0.20 0.17 0.19 

Abstraction 
(Percent Correct 

Spaces) 

Algorithm Design (# 
Moves) 

0.08 0.13 0.11 

Algorithm Design 
(Percent Correct)   

0.28 0.23 0.26 

Algorithm Design (# 
Runs)  

-0.23 -0.20 -0.22 

Algorithm Design 
(Avg. Efficiency)  

0.24 0.23 0.24 

Algorithm Design 
(Percent Optimal)  

0.22 0.21 0.22 

Algorithm Design 
(# Moves) 

Algorithm Design 
(Percent Correct)   

0.33 0.47 0.40 

Algorithm Design (# 
Runs)  

-0.09 -0.09 -0.09 

Algorithm Design 
(Avg. Efficiency)  

0.09 0.37 0.23 

Algorithm Design 
(Percent Optimal)  

-0.12 -0.08 -0.10 

Algorithm Design 
(Percent Correct)  

Algorithm Design (# 
Runs)  

-0.35 -0.32 -0.34 

Algorithm Design 
(Avg. Efficiency)  

0.95 0.98 0.97 

Algorithm Design 
(Percent Optimal)  

0.38 0.42 0.40 

Algorithm Design 
(Runs)  

Algorithm Design 
(Avg. Efficiency)  

-0.35 -0.33 -0.34 

Algorithm Design 
(Percent Optimal)  

-0.66 -0.57 -0.62 

Algorithm Design 
(Avg. Efficiency)  

Algorithm Design 
(Percent Optimal)  

0.47 0.47 0.47 

Note: Significant at an alpha level of 0.05 except if in italics. 
 
 

 
Appendix E. Concurrent Validity 
Table 1. Correlations between post-test measures and teacher ratings of their students’ CT skills  
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 CT Practice  Problem 
Decomposition  

Pattern 
Recognition  

Abstraction Algorithm 
Design 

Problem Decomposition 
(Moves) -0.13 -0.11 -0.07                  -0.10 

Problem Decomposition  
(Percent Optimal) 

0.16 0.15 0.10 0.15 

Problem Decomposition 
(Percent Correct)  

0.07 0.08 0.04 0.04 

Problem Decomposition 
(Avg. Efficiency)  0.17 0.15 0.10 0.14 

Pattern Recognition (Percent 
Correct)  

0.28 0.23 0.19 0.23 

Abstraction (Percent Correct 
Spaces)  

0.23 0.15 0.13 0.16 

Algorithm Design (#Moves) -0.03 -0.08 -0.05 -0.04 

Algorithm Design (Percent 
Correct)  0.15 0.09 0.08 0.12 

Algorithm Design (# Runs)  -0.16 -0.14 -0.09 -0.13 

Algorithm Design (Avg. 
Efficiency)  

0.18 0.14 0.13 0.17 

Algorithm Design (% 
Optimal) 0.23 0.21 0.18 0.22 

Note: Significant at an alpha level of 0.05 except if in italics. N=892–944 depending on the measures. 
 
As shown in Table 2, IACT logic puzzle items for Algorithm Design (Moves) were weakly correlated with 
Bebras items in an unexpected positive direction. As Algorithm Design (Moves) is more indicative of 
persistence than correctness, it is possible that students who persisted and had a great number of moves in 
IACT also had lower scores in each of the five Bebras items.  
 
Table 2. Correlations between post-test measures and students’ scores on Bebras items  

 CT Practice  
Problem 

Decomposition 
(Item 3) 

Problem 
Decomposition 

(Item 4) 

Pattern 
Recognition 

(Item 2) 

Abstraction  
(Item 5) 

Algorithm 
Design 

(Item 1) 

Problem Decomposition 
(Moves) -0.08 -0.09 -0.04                 -0.11 -0.10 

Problem Decomposition  
(Percent Optimal) 

0.07 0.13 0.04 0.10 0.07 

Problem Decomposition 
(Percent Correct)  

0.00 0.05 -0.01 0.01 0.07 

Problem Decomposition 
(Avg. Efficiency)  0.05 0.13 0.04 0.10 0.12 

Pattern Recognition (Percent 
Correct)  0.18 0.15 0.10 0.13 0.17 

Abstraction (Percent Correct 
Spaces)  

0.23 0.22 0.12 0.22 0.28 
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Algorithm Design (#Moves) 0.05 0.08 0.06 0.09 0.07 

Algorithm Design (Percent 
Correct)  0.11 0.13 0.09 0.09 0.24 

Algorithm Design (# Runs)  -0.10 -0.09 -0.07 -0.13 -0.14 

Algorithm Design (Avg. 
Efficiency)  

0.11 0.12 0.08 0.09 0.24 

Algorithm Design (% 
Optimal) 

0.11 0.08 0.07 0.11 0.13 

Note: Significant at an alpha level of 0.05 except if in italics. N=1,243–1,399.  
 
 
Appendix F. Concurrent validity of external CT measures  
Table 1. Correlations between teacher ratings of their students’ CT skills 

  Pattern Recognition  Abstraction Algorithm Design 

Problem 
Decomposition  0.78 0.75                  0.75 

Pattern 
Recognition    

  0.77 0.70               

Abstraction               0.70 

Note: Significant at an alpha level of 0.0001; N=1,091. 
 
Table 2. Correlations between Bebras items  

 CT Practice  
Problem 

Decomposition 
(Item 4) 

Pattern 
Recognition 

(Item 2) 

Abstraction  
(Item 5) 

Algorithm 
Design 

(Item 1) 

Problem Decomposition 
(Item 3) 

0.15 0.11       0.12 0.13 

Problem Decomposition 
(Item 4)  0.12 0.13 0.09 

 Pattern Recognition      
(Item 2)    0.06 0.07 

Abstraction (Item 5)    0.09 

Note: Significant at an alpha level of 0.05; N=1,355-1,387.  
  

 


