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Abstract

A key component to the efficient functioning of an organization is the suc-
cessful coordination of activities by its constituent divisions. However, in many
organizational settings, departments may be unable to process or understand
the actions or techniques employed by others, let alone determine whether the
procedures across departments are compatible. Moreover, it is often costly for
each department to modify its procedures. In this paper, we introduce a model
of dynamic coordination with costly switching, where two players are in search of
compatible platforms. Since players lack a common language with which to de-
scribe the game, we focus on efficient symmetric equilibria. Our model predicts
that players remain on their current platforms with certainty if their common
belief about compatibility lies above a cutoff belief (that depends on the switch-
ing cost) and otherwise mix between switching platforms and remaining on their
current platforms. In the presence of switching costs, the equilibrium switching
probability increases as the common belief converges toward zero, but remains
below 0.5 for all beliefs. We conduct an experiment to test whether behavior
supports the equilibrium predictions of the model, varying (i) whether success
occurs deterministically or stochastically when players are on compatible plat-
forms and (ii) the cost of switching platforms. Behavior is mostly in line with
comparative statics predictions, especially for the deterministic treatments, al-
though subjects display a tendency to choose switching rates that are lower than
optimal when their common belief is low.
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1 Introduction

Coordination is a crucial part of productive efficiency in organizations. Success or

productivity may depend on whether or not different units within an organization

are able to successfully coordinate their activities, protocols, or procedures. There is

by now an enormous literature devoted to the study of coordination games and their

applications in a diverse range of social and economic settings. Much of this literature

has used experimental methods to explore the importance of communication and the

power of focal points for establishing and maintaining coordination (see, e.g., Cooper

and Weber, 2020, for a review).

In this paper, we study behavior in a dynamic setting where agents are initially

uncertain regarding how to coordinate. Such a setting may arise in organizations that

consist of different units with disparate specializations, norms, or conventions. The

source of the initial uncertainty may be that the agents lack a common understanding

of the strategic environment—in the parlance of game theory, they may lack a common

description of the game. Consider a simple case with two agents (organizational units)

and suppose that each agent knows there are different ways to coordinate but is not

well-versed enough in the other agent’s expertise to discern which particular pairs

of activities are compatible. Compatibility in the agents’ actions increases (perhaps

stochastically) the output and corresponding benefits of their interaction.

We examine a stylized environment, where success in each period (of an infinite

horizon game) depends on two agents using compatible platforms. The initial tension

arises because neither party is able to discern which of the possible platform pair-

ings is compatible. Over time, the agents may switch between different platforms, in

an attempt to coordinate their activities. However, switching between platforms is

generally costly. We introduce an explicit cost of switching to represent the frictions

associated with modifying procedures or transitioning between different platforms. As

such, not only must the agents determine whether or not one of them needs to switch

to a different platform, but they must also grapple with the incentives for each to rely

on the other being the one who incurs the cost of switching. Since the coordination

environment is symmetric with no focal points and the ability to communicate is ei-

ther absent or limited, the problem of learning how to coordinate may be an especially

challenging one.

In organizational settings, these types of challenges may frequently arise—for ex-

ample, different organizational units may lack a common language with which to (i)

communicate their protocols and specialized knowledge to each other, let alone (ii)

understand precisely how to coordinate with one another. In addition, the decision to

switch procedures or protocols is typically costly, generating a preference to rely on

other units, departments, or divisions to shoulder the burden. For instance, replacing

systems or equipment is expensive, updating manuals and protocols is time-consuming,

and retraining staff or repurposing facilities may slow down productivity. These sources

of friction within decentralized organizations can make coordination even more difficult

to achieve.

The idea that language barriers or the lack of a common description may impede

coordination within organizations has been considered since as far back as March and
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Simon (1958). For a notable example, Cremer et al. (2007) recount the challenges

faced by scientists and engineers working on DNA sequencing at the Broad Institute

in Cambridge, Massachussetts. Communication between researchers in different ar-

eas was inhibited by the fact that they could not understand each other’s specialized

language.1 Other examples are provided by Christensen (1997), who attributes the

failure of some computer disk drive manufacturing companies to communication is-

sues between the engineering and marketing departments; Bechky (2003), who notes

that engineers and assemblers in a semiconductor manufacturing company lacked a

shared understanding of the product and manufacturing process, while engineers and

technicians often did not understand each other’s work or language; and Edmond-

son (2004), who cites lack of communication as a particular obstacle to coordination

between nurses and physicians in health care teams.2 Using an experimental investiga-

tion, Weber and Camerer (2003) show that when teams who develop their own codes or

languages are merged, incompatibility between the common languages greatly inhibits

the performance of the post-merger organization.

Motivated by these examples, we examine two main questions that naturally apply

to coordination in organizations. First, how does the presence of an explicit cost

of switching impact the optimal strategies in a dynamic coordination problem? In

addition to the strategic uncertainty associated with the lack of a common knowledge

description of the game, each unit in the organization would prefer that the other be

the one to incur the costs of switching. Second, how does noise in the learning process

affect the optimal switching behavior and the corresponding ability of the players to

achieve efficient coordination? Learning how to coordinate may be substantially easier

if compatibility is always revealed by the outcome of the interaction (success or failure).

However, the problem is more complex if compatibility only stochastically improves

the productivity of the organization. To explore the impacts of this complexity, we

examine two settings—(1) a Deterministic environment, in which compatible platforms

guarantee success, and (2) a Stochastic environment, in which failure remains possible

(although less likely) when the agents are on compatible platforms.3 We analyze each

setting theoretically and empirically, using a controlled laboratory experiment in which

we vary the cost of switching and the complexity of the environment (Deterministic

or Stochastic).

In our theoretical model, two players each have two available platforms and know

that there are two compatible platform pairings. Each compatible pairing generates a

success (higher payoff outcome) with some known probability. Incompatible platforms

guarantee failure (a lower payoff outcome). Neither party knows which configurations

are compatible, and they lack a common description or language with which to un-

derstand or identify each other’s platforms. Instead, players must navigate their way

to one of the compatible platform pairings over time. In every period, each player

chooses simultaneously and independently whether to switch platforms (incurring the

1In fact, Cremer et al. (2007) also point to this case as an example of an organization that invested
specifically in developing a common language to improve coordination and efficiency.

2For a related discussion concerning the importance of clarity in relationships within organizations,
see Gibbons and Henderson (2012).

3In both settings, we assume that incompatible platforms always ensure failure.
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associated cost) or remain on their current platform. At the end of the period, updated

platforms are determined by the starting platforms and the players’ actions (switch or

remain), and the outcome of the organization’s project—success or failure—is publicly

observed.

The strategic tensions of the problem are as follows. Initially, players are uncertain

about whether or not their platforms are compatible. In the Deterministic setting,

compatibility will be perfectly revealed after the first period. That is, success in the

first period reveals that the players are on compatible platforms entering the second

period, while a first-period failure reveals that they are on incompatible platforms

entering the second period. In the former case—and after any observed success for

that matter—maintaining coordination is straightforward since each player can simply

remain on their platform in every future period. But in the latter case, the subjects

may face a difficult problem; coordinating their activities requires one and only one of

the players to switch, but anyone who switches must incur a cost. Moreover, in the

event that both players switch platforms, they will end up on (different) incompatible

platforms on top of incurring the cost of switching. In a symmetric equilibrium, this

tension drives the agents who are uncertain about compatibility to choose a mixed

strategy, in which they switch with a lower probability as the cost of switching in-

creases.4

In the Stochastic setting, compatibility is only revealed after success is realized.

Nevertheless, players’ beliefs about the hidden state (i.e., compatibility) conditional

on the updated platforms always deteriorate after the observation of a failure. In this

case, whenever they are sufficiently confident that the current platforms are compati-

ble, players should remain on their current platforms. Conversely, as beliefs deteriorate,

such that players become more confident that the current platforms are incompatible,

the symmetric equilibrium prescribes that the players choose mixed strategies, ran-

domizing between switching and remaining on their current platforms. We show how

the probability of switching in this symmetric equilibrium is sensitive to the cost of

switching, and how it increases as the belief further deteriorates.

To complement our theoretical framework, we design and conduct a controlled lab-

oratory experiment that implements the stylized model with treatments that vary the

cost of switching and the setting (Deterministic or Stochastic). Our experimental data

are broadly consistent with the predictions derived from the theoretical model. In the

Deterministic setting, initial switching rules are decreasing with the cost of switching,

in line with the predicted comparative statics. Nevertheless, the switching rates in all

cases are lower than the point predictions for the symmetric equilibrium, indicating

a general reluctance to switch by the subjects even when there is no switching cost.

Behavior is similarly in line with the comparative statics predictions (with regards

to cost) after the initial period, once subjects have learned they are on incompatible

platforms. In fact, after accounting for previous known compatibility, switching rates

are also more closely aligned with the point predictions in the three Deterministic

treatments.

In contrast, in the more complex Stochastic setting, initial switching rules are only

4There may also be asymmetric equilibria, although they involve otherwise symmetrically informed
players arriving at the same conjecture about who should switch.
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partly consistent with the comparative statics predictions. Initial switching rules are

lower when switching is costly than when it is not, and lower than the point predictions

when the cost is zero or relatively small. However, initial switching rules do not

decline when the switching cost increases from small to large, contrary to our point

predictions, and the switching rates when the cost is large are not significantly different

from the point prediction. After learning they are on compatible platforms, subjects

are generally quite capable of playing the symmetric (efficient) equilibrium strategy,

which is to remain, even if the stochastic outcome sometimes returns a failure. This

is especially true when switching is costly, whereas switching rules are more dispersed

when there is no switching cost.

When subjects are on likely (but not known) compatible platforms, the switch-

ing rates are close to the point prediction, which is zero, particularly when the cost

of switching is positive. Switching rules are, unsurprisingly, more variable in the

Stochastic setting when subjects are on likely incompatible platforms. However, the

experimental data generally support a pattern of higher switching rules as the subjects

become increasingly pessimistic about the compatibility of their current platforms.

Our framework bears some similarities to an approach introduced by Crawford and

Haller (1990) to examine the problem of achieving coordination through repeated play

when players lack a common language with which to describe the game. One key idea

underlying their approach is that as long as players’ actions or roles cannot be distin-

guished based on the history of play, they ought to be constrained to use strategies that

treat any such indistinguishable actions symmetrically. That is, in their framework,

the strategic uncertainty generated by the lack of a common knowledge description

of the game constrains the statistical relationship between the players’ strategies. As

such, players must instead adopt symmetric strategies until the history of play gener-

ates asymmetric precedents upon which to distinguish some of the available actions.

In this way, players can learn how to coordinate, in a decentralized manner, through

repeated play.

Several authors have extended the main results developed by Crawford and Haller

(1990), including Kramarz (1996); Bhaskar (2000); Blume (2000); Alpern and Reyniers

(2002). Their results are also closely related to the operations research literature on

“rendezvous search”; see, e.g., Alpern (2002); Alpern and Gal (2006). They model the

problem by requiring players to respect all symmetries that are indistinguishable based

on past play, which prescribes symmetric strategies and symmetric treatment of actions

by each player, at least until some distinction emerges. Since players have perfectly

aligned incentives, the problem reduces to choosing a set of strategies that achieves

coordination as quickly as possible, subject to what they refer to as an attainability

constraint. Their formulation has been applied to other similar environments—most

notably, in a “search-for-success” game studied theoretically by Blume and Franco

(2007) and experimentally by Blume et al. (2009).5 However, to the best of our

knowledge, none of these studies consider the impact of explicit switching costs on

dynamic coordination.

5Another closely related study by Blume et al. (2020) examines dynamic coordination using or-
ganizational routines when players have private information about payoffs, actions are unobservable,
and communication is precluded.
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The literature examining the costly nature of switching actions in games is rela-

tively sparse. Moreover, the few papers that do examine switching costs concentrate

on questions and behavior in settings very different from ours.6 Intuitively, when

switching is costly, it may encourage a greater reluctance to switch platforms, even

when the players are very confident that coordination requires somebody to switch.

When there are natural asymmetries between the players (for instance, if one player

has a lower switching cost than the other) it may be possible to use the asymmetry

as a focal point (see, e.g., Schelling, 1960; Mehta et al., 1994; Sugden, 1995).7 Yet,

without a common language, and without any other apparent asymmetries between

the parties, it is unclear how they would synchronize their activities on a particular

asymmetric equilibrium even when one exists.8 Thus, we concentrate in this paper

on a symmetric environment, in which there are (initially) no asymmetric features to

focus coordinated decisions.

We organize the remainder of the paper as follows. In Section 2, we outline the

stylized theoretical framework and derive equilibrium predictions for both the Deter-

ministic and the Stochastic environments. Section 3 describes the design and proce-

dures of the laboratory experiment and summarizes the corresponding predictions and

experimental hypotheses. Our main results are reported in Section 4 (for the Deter-

ministic treatments) and Section 5 (for the Stochastic treatments). We then report

results comparing coordination rates and payoffs between treatments in Section 6, and

summarize with some concluding remarks in Section 7.

2 Theoretical Framework

In this section, we present a concise description of the model and associated analysis

in order to highlight the main characterizations and the predictions to be tested by

our laboratory experiment. We provide a more detailed, general theoretical framework

in Appendix A.

2.1 Setup

Consider two players (e.g., two divisions within an organization), A and B, who play a

dynamic game with infinite horizon. The divisions perform different functions within

the organization; however, their respective activities jointly determine the success or

failure of some project or task in each period. Division A has two available processes,

X and Y . Likewise, Division B has two available techniques, α and β. In general, we

refer to processes and techniques as platforms for the relevant player. As such, there

are four possible platform pairings: pX,αq, pX, βq, pY, αq, and pY, βq.

6See the work by (Akerlof and Yellen, 1985; Lipman and Wang, 2000, 2009; Tsodikovich et al.,
2021).

7For example, the parties may coordinate on a routine whereby the one with the lower cost always
switches when it is optimal for somebody to do so. Nevertheless, if costs are private and non-verifiable,
it may prove difficult to implement such a routine.

8The difficulty of justifying such an ad-hoc meeting of the minds is at the heart of the argument
made by Crawford and Haller (1990), for games where players have interests that completely coincide,
but also for games with private information that involve some misalignment of interests, as in Bolton
and Farrell (1990).
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Compatible platforms. For each player, each of their platforms is (mutually) com-

patible with exactly one of the other player’s platforms. This means that there are two

possible configurations of compatible platform pairings. In one configuration, pX,αq

and pY, βq are the compatible pairings (with the other two pairings being incompati-

ble). In the other configuration, pX, βq and pY, αq are the compatible pairings. At the

beginning of the game, the true configuration is chosen by Nature, with each of the

two configurations being equally likely to be chosen. The true configuration is fixed

for the entirety of the interaction. Critically, neither player observes which platform

pairings are compatible at the outset of the interaction.

When players are on incompatible platforms at the end of a period, the outcome

of the project for that period is failure, with an associated benefit of yt “ 0 for each

player.9 On the other hand, when players are on compatible platforms at the end of a

period, they experience a success with probability p ą 0 and failure with probability

1´p. We differentiate between two cases: the Deterministic case, in which p “ 1, and

the Stochastic case, in which p ă 1. In all cases, the benefit associated with a success

is identical for the two divisions, yt “ 1.10

Initial platforms. At the beginning of the game, each division is assigned to (or

endowed with) an initial platform. We assume that players hold a common prior belief,

µ0, that the initial platforms are a compatible pairing. For instance, if platforms are

independently and randomly drawn with equal probability, then the common prior

belief (given that players are also unaware of which platforms pairings are compatible)

is equal to µ0 “ 0.5.

Decisions in any given period. In every period, each player chooses (possibly

randomly) an action—Switch or Remain—that determines whether they switch from

their current platform (e.g., process X) to the other platform (e.g., process Y ). The

action profile determines players’ updated platforms, and the nature of the updated

platform pairing (compatible or incompatible) determines the players’ benefits for that

period. In addition, any player whose action choice is Switch must pay a switching

cost, c.

Histories, strategies, and payoffs. At the end of each period, the players observe

the realized action profile (i.e., both switch, both remain, only A chose switch, or only

B chose switch) and the realized benefits, which are p1, 1q when a success occurs and

p0, 0q when failure obtains.

At the beginning of period t, a history ht consists of a list of all past action profiles,

paτ q
t´1
τ“0, and the resulting benefits, pyτ q

t´1
τ“0. For each player, a behavioral strategy

specifies a probability of choosing Switch for each history of the infinite-horizon game.

The players have a common discount factor, δ P p0, 1q, and aim to maximize the

expected discounted sum of payoffs from all periods.

9More generally, the benefit from failure may be yL ą 0.
10Similarly to failure, this is a normalization. More generally, the benefit from success may be any

yH ą yL.
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? ?

Division A’s View
X 1, 1 0, 0

Y 0, 0 1, 1

? ?

Division B’s View
α 1, 1 0, 0

β 0, 0 1, 1

Figure 1. Players’ descriptions of the benefits matrix

Although the structure of the game, as described above, is common knowledge

among the players, they do not share a common language description of the game. As

such, the initial uncertainty regarding platform compatibility implies that the players

must learn how to coordinate on achieving compatible platforms. The lack of a com-

mon description of the game can be illustrated as in Figure 1 for the Deterministic case

where p “ 1 (that is, when compatible platforms guarantee a success). In particular,

neither the player’s platforms nor the positions of the platforms in the benefits matrix

are commonly described to the two players.

The player viewpoints of the benefits matrices, shown in Figure 1, are useful for

highlighting the information available to each player—Division A knows that one of

Division B’s techniques is compatible with process X, while the other is compatible

with process Y ; similarly, Division B knows that one of Division A’s processes is

compatible with technique α, while the other is compatible with technique β. As

depicted in Figure 1, both players view themselves as the player who chooses the row,

with the other player’s choice represented by the columns, which are labeled by ‘?’ to

indicate that compatible pairings are initially unknown. Thus, it would not help for

the players to be able to communicate with each other that they should meet in the

“top-left” cell of the benefits matrix, because (i) each of them perceives their role as

choosing top or bottom, and (ii) the action described to Division A as “top” need not

correspond to the one portrayed as “left” in Division B’s view of the game.11

2.2 Equilibrium behavior—One-stage game

It is useful to begin by analyzing a one-stage version of the game. Furthermore,

suppose that p “ 1 (so that compatibility guarantees success) and let c “ 0 (so that

switching is costless). Fixing the common prior belief µ0, and letting si denote the

probability that player i chooses Switch, we obtain the following payoffs for player i:

from playing Switch (ai “ S),

uipS, sjq “ µ0sj ` p1´ µ0qp1´ sjq “ 1´ µ0 ´ sjp1´ 2µ0q,

and from playing Remain (ai “ R),

uipR, sjq “ µ0p1´ sjq ` p1´ µ0qsj “ µ0 ` sjp1´ 2µ0q.

11For instance, given the viewpoints illustrated by Figure 1, if the players located a compatible
pairing at pX,βq, Division A would describe it as “top-left,” while Division B would describe it as
“bottom-right,” underscoring the lack of a common description of the game.
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From these payoffs, it follows that player i prefers Switch over Remain if 1 ´ 2µ0 ě

2sjp1 ´ 2µ0q. When µ0 ą 0.5, this condition reduces to sj ą 0.5; when µ0 ă 0.5, it

reduces to sj ă 0.5; whereas, when µ0 “ 0.5, player i is indifferent between Switch

and Remain regardless of player j’s strategy, sj.

Therefore, in general, there are three equilibria in the one-stage version of the

game (and a whole continuum when the common prior is µ0 “ 0.5). When µ0 ą 0.5,

both pS, Sq and pR,Rq are Nash equilibria (in pure strategies). In addition, there is

an equilibrium in non-degenerate mixed strategies, with each player mixing between

S and R with equal probability. Conversely, when µ0 ă 0.5, the profiles pS,Rq and

pR, Sq are the pure strategy equilibria, with the same mixed strategy profile (equal

mixing between S and R by both players) remaining an equilibrium.

How might players select among multiple equilibria? With the symmetry of the

success payoffs from compatible platform pairings and the assumption that c “ 0, there

is no focal or salient equilibrium. Communication may help to facilitate coordination

in these settings. However, absent communication, a compelling argument may be

made that symmetric equilibria are more plausible than asymmetric equilibria. For

instance, suppose that µ0 ă 0.5. In this case, only the fully mixed Nash equilibrium,

s˚i “ p0.5, S; 0.5, Rq for i “ 1, 2, is symmetric. Thus, an appeal to symmetry is one

way to resolve the equilibrium selection issue. In contrast, when µ0 ą 0.5, all of the

Nash equilibria are symmetric, such that the question of which equilibrium would be

played persists.

Next, suppose we introduce positive switching costs, c ą 0. For µ0 ě 0.5, this en-

sures that the Nash equilibrium pR,Rq is Pareto dominant.12 That is, costly switching

makes equilibrium selection (among symmetric equilibrium profiles) somewhat sim-

pler. For µ0 ă 0.5, it also creates asymmetry in the payoffs from the asymmetric

Nash equilibria, pR, Sq and pS,Rq. Neither player wants to be the one to switch (and

thereby incur the cost c), which arguably renders the two asymmetric pure strategy

equilibria even less plausible than when c “ 0. Due to the cost of switching, the sym-

metric mixed strategy Nash equilibrium involves each player choosing to Switch with

probability s˚i ă 0.5, and this equilibrium switching rate is (naturally) decreasing as

the cost c increases. Concretely, for µ0 ă 0.5, the symmetric equilibrium switching

rate—provided c ď 1´ 2µ0—is given by

s˚pµ0q “
1´ c´ 2µ0

2p1´ 2µ0q
, [1]

which is strictly decreasing in c (up until the switching rule falls to 0).13

12Note that the strategy profile pS, Sq is still an equilibrium with c ą 0. Similarly, there is also
a symmetric mixed strategy equilibrium, in which each player chooses to switch with probability
s˚
i ă 0.5 and s˚

i is decreasing in c. However, each of these involves inefficient costly switching and,
therefore, lower payoffs.

13In fact, notice that if c is sufficiently large, for a given µ0 ă 0.5, the asymmetric equilibria pR,Sq
and pS,Rq will cease to exist, and the unique equilibrium will be pR,Rq. That is, if switching is
sufficiently costly, Remain becomes a dominant strategy for any belief above a certain level.
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2.3 Equilibrium behavior—Multi-stage dynamic game

We now extend the analysis to the multi-stage dynamic game. In general, the relevant

solution concept is subgame perfect equilibrium (SPE). However, as explained later,

we predominantly focus on a subset of SPE; those in which the strategies are station-

ary Markov strategies for a particular class of histories—those histories for which a

success has never been observed—where the players’ common belief about platform

compatibility, µt, is the relevant state.

For the moment, continue to assume that p “ 1. In this Deterministic case, since

the outcome is fully revealing about the underlying state, the players learn immediately

after the initial period whether they are on compatible or incompatible platforms. If

y0 “ 1, then they learn that they are on compatible platforms and the players’ common

updated belief is µ1 “ 1 at the beginning of the next period. The Pareto dominant

(efficient) equilibrium, given c ą 0, is to proceed by playing pR,Rq at all future histories

at which µt “ 1 (coupled with an appropriate specification of strategies at histories

for which µt “ 0).14 For this reason, we focus on the most efficient equilibrium, where

s˚i pµt “ 1q “ 0 for both players. That is, once compatibility is achieved, players simply

Remain with certainty. This allows for a simple calculation of the continuation payoffs

for any history at which µt “ 1.

If instead the players observe y0 “ 0, they learn after the initial period that they are

on incompatible platforms, µ1 “ 0. In this case, they know that attaining compatibility

requires one and only one player to switch. But since switching is costly, each prefers

the other be the one who chooses to switch. If a0 “ pS, Sq or a0 “ pR,Rq, there

is also no asymmetric history of play that the players might appeal to as some sort

of precedent with which to correlate or coordinate their decisions. The players are

in similar positions as they were prior to the initial period, albeit with a different

belief (µ1 “ 0 instead of µ0), and therefore the same arguments for focusing on the

symmetric equilibrium (in mixed strategies) can be invoked.

However, if initial play is asymmetric (e.g., the action profile is a0 “ pS,Rq or

a0 “ pR, Sq), it is theoretically possible for the players to use such asymmetric play

to correlate subsequent action profiles. Consider the following argument in the case

where a0 “ pS,Rq and µ1 “ 0—“Player 1 (who chose S) caused the incompatibility

and, therefore, the onus is on her (player 1) to switch back”. If both players sub-

scribe to this argument, then asymmetric play may be justified. The problem persists,

however, when one considers that an equally appealing argument can be made for

the opposite conclusion—“Player 1 (who chose S) already incurred a switching cost

and, therefore, it is only fair that player 2 switch next, since he has yet to incur any

cost”. If both players subscribe to this argument, it lends some credibility to the

opposite pattern of asymmetric play. Ultimately, these arguments do little to resolve

the underlying strategic uncertainty that characterizes the equilibrium selection prob-

lem (absent the ability for players to communicate). Thus, the argument in favor of

14For instance, one natural specification is that if µt “ 0, choose the action profile pS,Rq if the
most recently played asymmetric action profile is pS,Rq, and play pR,Sq if the most recently played
asymmetric action profile is pR,Sq. In other words, the player whose Switch action induced the
incompatibility is responsible for switching back to restore compatibility.
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symmetric strategies remains compelling. Therefore, if players do not, or are unable

to, condition their continuation play on the asymmetric action profile in t “ 0, the

construction of continuation payoffs for characterizing optimal play in t “ 0 implies

that the symmetric equilibrium switching rate is also optimal in the first period of the

dynamic game.

Stochastic environment. Next, we consider how things may change if failure is

not perfectly revealing of the state. Thus, we turn to the Stochastic case, in which

0 ă p ă 1, so that success is more likely, but not guaranteed when players are on

compatible platforms. In this case, once players observe a success (yt “ 1), they can

perfectly infer the state in all future periods, and the same arguments for efficient

equilibrium play (each player choosing Remain with certainty) apply. However, since

p ă 1, unless the players have previously observed a success, failure (yt “ 0) no longer

perfectly reveals the state, since it can occur even when players are on compatible

platforms.15 Nevertheless, since players observe the realized action profiles, beliefs

about compatibility evolve in concert for the two players based on the updated belief

at the end of the previous period, the action profile in the current period, and the

realized outcome (success or failure). Once the players observe a success, subsequent

beliefs are always either 0 or 1, at which the analysis is essentially the same as for the

case where p “ 1. Thus, we focus instead on beliefs and behavior by players prior to

observing a success.

The evolution of beliefs during this phase is relatively straightforward. Suppose µt P

p0, 1q is the common belief that players are on compatible platforms at the beginning

of period t.16 If the outcome in period t is success (yt “ 1), the updated posterior

belief is µt`1 “ 1. However, if the outcome in period t is another failure (yt “ 0), the

updated belief depends on the realized action profile at, in the following manner:

µt`1 “

$

’

’

’

’

&

’

’

’

’

%

µtp1´ pq

1´ pµt
, if at P

!

pS,Sq, pR,Rq
)

,

p1´ µtqp1´ pq

1´ pp1´ µtq
, if at P

!

pS,Rq, pR,Sq
)

.

Intuitively, when the players’ realized actions are the same, they either remain on

the same platforms or switch to the complementary configuration. As such, failure

represents bad news about the configuration they were on to begin the period t, and the

belief µt is revised downward to µt`1. Conversely, when the players’ realized actions are

misaligned, they shift to the alternative configuration of platform pairings (for which

the initial belief is 1´ µt) and this belief is revised downward. Correspondingly, since

the players have switched from one configuration to another, failure represents bad

news about the updated platforms and therefore good news about the compatibility

of the platforms they were on at the beginning of period t.

15Once a success is observed, the players learn the state with certainty and, since the action
profiles are perfectly observed, they can thereafter always infer whether or not they are on compatible
platforms, independent of success or failure.

16Note that this implies a success has not yet been observed.
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By restricting attention to symmetric play during this phase, we effectively impose

some stationary Markovian structure on the equilibrium strategies at certain histories.

In particular, strategy profiles are such that, for any history where the players have

not yet observed a success, the switching rule is a function of the players’ common

belief, µt, but does not otherwise depend on the history of action profiles or the

period, t.17 This allows us to define continuation payoffs in terms of the common

belief, µt. Nevertheless, there is still a small technical challenge. Since players can, in

theory, experience infinitely repeating failure, there are infinitely many possible states

to consider. For example, if players are on incompatible platforms, both choose to mix

between switch and remain, and the history of action profiles is eternally pR,Rq, then

the belief µt will continue to deteriorate towards 0.

Fortunately, longer strings of successive failure become extremely unlikely. As such,

continuation payoffs for beliefs that are sufficiently close to the two extremes (µt “ 0

and µt “ 1) converge to the corresponding continuation payoffs, V p0q and V p1q. This

allows us to solve recursively for an equilibrium approximation; for any µt P p0, εq, we

fix V pµtq “ V p0q and for any µt P p1´ ε, 1q, we fix V pµtq “ V p1q, then we take ε ą 0

to be arbitrarily small, in order to exploit the recursive structure.

Formally, a mixed Markov strategy for player i is a function si : r0, 1s Ñ r0, 1s

that assigns to each µ P r0, 1s the probability with which player i chooses the action

Switch. A profile of Markov strategies that constitute a subgame perfect equilibrium

of the dynamic coordination game is called a Markov perfect equilibrium (MPE), and

a symmetric MPE is one in which sipµq “ sjpµq for all µ.

Following the arguments in favor of symmetric equilibrium play that we invoked

earlier and employing the same equilibrium selection criterion as above yields a partic-

ularly intuitive characterization of (approximate) equilibrium behavior. There exists

an equilibrium cutoff belief, µ˚ ď 0.5, which depends on the switching cost (along with

other parameters of the model). Then, for all beliefs µ ě µ˚, both players choose to re-

main with certainty (s˚i pµq “ 0). For all interior beliefs below the cutoff, 0 ă µ ă µ˚,

the equilibrium switching rate spµq P p0, 1q is strictly between 0 and 1 and, except

when c “ 0, is strictly decreasing in µ.18 Full details of our approximation procedure

are given in Appendix B.

3 Experimental Design

3.1 Setup and Treatments

In our experiment, subjects played a series of supergames—each one an indefinitely

repeated two-player game—designed to reproduce the theoretical framework described

above. The length of each supergame was determined according to a random termi-

nation rule, with continuation probability δ “ 0.9.19 In each supergame, prior to the

17Note that we need not make the same restriction on strategies following an observed success. For
instance, if players reach the belief µt “ 0, which can only occur after having observed a success and
subsequently shifted to incompatible platforms, we may wish to allow for play to be conditioned on
the identity of the player whose decision to switch resulted in the incompatibility.

18When c “ 0, the equilibrium switching rate is spµq “ 0.5 for all µ P p0, µ˚q.
19Further details on the random termination procedure are described in Section 3.2.
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first period, subjects were randomly divided into pairs.

Each player in a pair was assigned to an initial platform, represented by a color.

For one player, the available color platforms were green and purple, while for the

other player, the available platforms were blue and orange. At the beginning of each

supergame, platforms were matched (one-to-one) into compatible pairings—either (i)

(green, blue) and (purple, orange) or (ii) (green, orange) and (purple, blue). Players

were not informed about which platform pairings were compatible, only that each con-

figuration was equally likely. Furthermore, neither player was ever informed about the

other player’s color platform. The probability that players were initially assigned com-

patible platforms was exogenously fixed to µ0 “ 1{3, and this was common knowledge

among the players.

In each period, players could choose between two available actions, Switch and

Remain, which determined whether their platform would switch or stay the same

color it was at the beginning of the period. The cost to choosing Remain was zero,

whereas a player who chose Switch incurred a cost equal to c, which we varied across

treatments.

In addition to the two pure actions, we also allowed players to explicitly randomize

their action. On the decision screen, subjects were given an entry box in which they

could indicate a switching rule, which could be zero (corresponding to Remain), 100

(corresponding to Switch), or any integer in between. The subject’s action was then

determined by a random integer, drawn uniformly from between 1 and 100 (inclusive)—

if the random integer was equal to or below her selected switching rule, then her action

was Switch and she incurred the cost c; otherwise, her action was Remain and no

cost was incurred.20 Thus, the randomization procedure allowed a subject to choose,

via the switching rule, the probability with which she wanted her action to be Switch.

At the end of the period, each player’s payoff was determined by two things: (i) the

benefit generated by the players’ updated platforms and (ii) the cost of their imple-

mented action. When the updated platforms were incompatible, each player received

a low benefit of yL “ 120 points. When the updated platforms were compatible, the

benefits were yH points for each player with probability p and yL points each with

probability 1´ p. The values of yH and p were varied across treatments (see below).

Each player’s payoff was determined by subtracting the cost of her implemented

action from her realized benefit. Thus, if the player’s action was Switch, her payoff

was equal to her benefit minus the cost, c. If the player’s action was Remain, her

payoff was simply equal to her benefit. Total payoffs from a supergame were calculated

by summing together the payoffs from all periods before the supergame terminated.

Treatments In one set of treatments (Deterministic), we set yH “ 190 points and

p “ 1, so that compatible platforms always generated the high benefit. In the other

20To help subjects visualize and select a switching rule, the decision screen displayed a 10ˆ10 grid
of boxes labeled with all integer numbers from 1 to 100. After a subject entered a switching rule, the
boxes with numbers equal to or below the switching rule were highlighted in yellow, while those with
numbers greater than the switching rule were shaded white. Subjects could also click the Switch or
Remain buttons to directly select one of the two pure actions to be implemented. Screenshots are
provided in Appendix F.
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Table 1. Summary of experimental treatments.

Treatment Setting c Sessions Subjects Groups

D0 Deterministic 0 2 28 4

D10 Deterministic 10 4 48 8

D30 Deterministic 30 4 54 8

S0 Stochastic 0 2 28 4

S10 Stochastic 10 4 56 8

S30 Stochastic 30 4 52 7

Total 20 266 39

set of treatments (Stochastic), we set yH “ 260 points and p “ 0.5. To maximize

comparability, these parameters ensured that in all of our treatments, the expected

benefit for players on compatible platforms was equal to 190 points. Within each set

of treatments, we considered three different values for the cost of Switch: c “ 0,

c “ 10, and c “ 30 points. Thus, we examined six treatments in a 2 ˆ 3 design (see

Table 1), referred to as D0, D10, D30 and S0, S10, S30.

3.2 Session Details and Procedures

The experiment was implemented in z-Tree (Fischbacher, 2007), and all sessions were

conducted virtually using z-Tree unleashed (Duch et al., 2020). For each session,

we recruited between 10 and 16 subjects via ORSEE (Greiner, 2015) from a sub-

population of pre-registered students at Florida State University.21 Subjects were

checked in to a Zoom meeting one at a time and assigned a numerical ID (to which

they were renamed) so as to preserve anonymity. Participants could only chat with

the experimenters during the session. Instructions were displayed in stages on the

screen (through z-Tree) with the same experimenter reading aloud from a script to

accompany each stage.22 Screenshots of the instructions (with the associated script)

are provided in Appendix F.

At the beginning of the session, the program randomly divided subjects into inde-

pendent matching groups.23 All interactions were confined to be within a matching

group. Subjects were randomly paired (within their matching group) for the first

of a series of supergames (referred to as “matches”) and were randomly rematched

into pairs for each subsequent supergame, following a strangers matching protocol.

21Although we invited at least 16 subjects for every session, the number of participants who actually
showed up to participate varied across sessions. We ran one session with 10 participants, ten sessions
with 12 participants, four sessions with 14 participants, and five sessions with 16 participants.

22The instructions included partial (interactive) screenshots and provided subjects with the op-
portunity to familiarize themselves with the interface. There were also two separate comprehension
quizzes – one regarding the calculation of payoffs and one regarding the timing and length of a
supergame.

23In the session with 10 subjects, there was only one matching group. In sessions with 12 or 16
subjects, there were two equally sized matching groups, while in sessions with 14 subjects, there was
one matching group of 6 and one matching group of 8.
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Table 2. Supergame lengths.

Supergame

Sequence 1 2 3 4 5 Total

1 10 (10) 15 (15) 7 (10) 16 (16) 5 (10) 53 (61)

2 9 (10) 10 (10) 16 (16) 5 (10) 9 (10) 49 (56)

Notes: The values in the table are the actual supergame lengths, with the corresponding number of
decision periods reported in parentheses.

Although we planned for up to five supergames in each session, the two-hour time

constraint on sessions prevented the subjects from reaching the fifth supergame in

half of the sessions. Nevertheless, subjects in every session completed at least four

supergames.

Supergame lengths & random termination Prior to running any sessions, we

generated two random sequences of supergame lengths using the continuation proba-

bility of δ “ 0.9. The sequences are reported in Table 2. These sequences determined

the actual lengths of each supergame. However, we employed a variant of the Block

Random Termination (BRT) rule for the decision periods in each supergame (see,

e.g., Fréchette and Yuksel, 2017). Using the BRT procedure, subjects always made

decisions for a fixed block of 10 periods, even when the actual number of periods in

the supergame was fewer than 10. At the end of the 10-period block, subjects were

informed whether the supergame had ended during the block and, if so, after which

period. If the supergame did not end during the block, subjects played another pe-

riod and, after each additional period, were informed whether the supergame ended.

To make this clear, the number of decision periods for each supergame is reported

in parentheses in Table 2. A particular advantage of the BRT procedure, and our

primary motivation for using it, is that it allowed us to observe at least 10 decisions

for every supergame, even if the supergame ended after only a few periods.

At the end of each period, players were shown a summary screen that reported

the implemented action profile (e.g., (Switch, Switch) or (Switch, Remain)), the

realized benefit from their updated platforms, and their own payoff for the period. In

addition, players were reminded that, if the paid periods had not already terminated,

the probability that the match would continue for at least one more period was δ “ 0.9.

After Period 10, subjects were informed whether the supergame had already ended and,

if so, after which period. Moreover, when subjects were informed that the supergame

had ended, they were also shown a summary of their payoffs from each period and

their total payoff from the supergame before proceeding to the next supergame.

We conducted four sessions for each of the treatments with a strictly positive

cost (D10, D30, S10, and S30). Two sessions were conducted using Sequence 1 of

supergame lengths, while the other two sessions used Sequence 2 (cf. Table 2). For

the c “ 0 treatments (D0 and S0), we conducted one session with each sequence (two

sessions total for each treatment). Thus, we conducted 20 sessions, with a total of 266

participants.
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Additional tasks In addition to the main part of the experiment described above,

we also elicited two measures of individuals’ characteristics: social preference, using

the Allocation Game of Tergiman and Villeval (2021), and cognitive process, using a

selection of CRT questions.24 Details about the Allocation Game and CRT questions

are provided in Appendix E. We also collected basic demographic information in the

post-experiment questionnaire.

Payment At the end of the experiment, one supergame was drawn at random for

each subject and used to determine the subject’s payment. Payoffs were converted

from “points” into US dollars according to the exchange rate 180 points = $1. In

addition, subjects were paid for the incentivized measures of individual characteris-

tics and received a participation fee equal to $10. Average earnings (including the

participation fee) were $23.80, ranging from a low of $13.40 to a high of $36.70.

3.3 Predictions

Derived from our theoretical analysis of the Deterministic and Stochastic cases, Fig-

ure 2 shows point predictions for the equilibrium switching rule by (common) belief µt,

across our six experimental treatments.25 For all treatments, we maintain the assump-

tion that subjects select the most efficient equilibrium strategy at beliefs µt ě 0.5.

Thus, the predicted switching rule for all common beliefs from µt “ 0.5 up to µt “ 1

is spµtq “ 0.

Recall that in the first period, the common prior belief is exogenously imposed to

be µ0 “ 1{3. In the treatments with c “ 0, the equilibrium prediction is spµ0q “ 50,

just as it is for all lower beliefs. For the other treatments, the predicted equilibrium

switching rule at µ0 “ 1{3 is lower and decreasing in the cost of switching—from

s “ 38.9 in D10 to s “ 20.4 in D30 and from s “ 34.9 in S10 to s “ 11.9 in S30. Thus,

in each case, the cost is sufficiently low that the equilibrium cutoff belief is between

the prior µ0 and 0.5.

For the Stochastic treatments, the values of µ0 “ 1{3 and p “ 0.5 generate a

particular set of feasible beliefs; aside from the extreme beliefs that are within ε “ 0.05

of the two extremes, the players’ common belief µt transitions between the following

set of values (and their complements): µt “ 1{9, µt “ 1{5, µt “ 1{3, and µt “ 1{2.

As described in the theoretical framework above, the equilibrium switching rule is

increasing as the belief µt deteriorates towards 0. Based on these predictions, we form

the following experimental hypotheses.

24With the exception of one S10 session, these tasks were completed at the beginning of the session,
before the main part was introduced. In the one exception, they were completed after the main part.
Nevertheless, in all sessions, feedback and payoffs from the Allocation Game and the CRT questions
were withheld until the end of the session.

25Rather than plot the equilibrium probability of switching, between 0 and 1, we plot the cor-
responding equilibrium switching rule for subjects, who chose their switching rule from the set of
integers between 0 and 100. Both graphs were produced using the parameter values from our exper-
iment. For the Stochastic setting, we used a belief threshold of µ “ 0.05 to compute the equilibrium
approximation (see Appendix B for details).
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Figure 2. Predicted equilibrium switching rules by (common) belief, µt.

Hypothesis 1. Initial switching rules at µ0 “ 1{3 (in Period 1 of a supergame) are

decreasing in switching cost for both the Deterministic and Stochastic treatments.

Hypothesis 2. In all treatments, subjects choose s “ 0 (Remain with certainty) if

their common belief that the platforms are compatible is µt ě 0.5.

For both sets of treatments, Hypothesis 2 entails the prediction that when they

know they are on compatible platforms (µt “ 1), subjects choose s “ 0. In addition,

for the Stochastic treatments, Hypothesis 2 implies that subjects also choose s “ 0

when they believe their platforms are likely compatible (0.5 ď µt ă 1).

In contrast, when the players know they are on incompatible platforms (µt “ 0),

the equilibrium switching rules are quite close together at s “ 50 for D0 and S0,

s “ 46.3 for D10 and S10, and s “ 40.1 for D30 and S30. However, note that µt “ 0

can only be reached off the equilibrium path in the Stochastic treatments. Thus, while

the symmetric predictions at µt “ 0 coincide with the symmetric predictions for the

corresponding Deterministic treatment, we anticipate more instances of asymmetric

play at µt “ 0 in the Stochastic treatments, where players can potentially condition

their behavior on the identity of the player whose decision to switch led to their

subsequent incompatibility.

Finally, for the S10 and S30 treatments, the equilibrium switching rule for beliefs

below µt “ 0.5 increases (non-linearly) as the belief deteriorates towards zero.

Hypothesis 3. In both the Deterministic and Stochastic treatments, the cost of switch-

ing has a weaker, although still negative, effect on switching rules when players know

they are on incompatible platforms (µt “ 0) than at the prior belief (µ0 “ 1{3).

Hypothesis 4. In S10 and S30, subjects choose progressively higher switching rules

as the common belief µt deteriorates towards zero.
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Figure 3. Mean switching rule in Period 1, by treatment (Deterministic only).

Notes: Navy bars use Match 1 only, while light gray bars use Matches 1–4. Error bars indicate
standard error of the mean. Dashed (red) lines indicate equilibrium point predictions.

4 Results—Deterministic Treatments

In this section, we present our first set of main findings from the experiment. We begin

by examining the results for the Deterministic setting (p “ 1), in which the players

learn the underlying state immediately after the first period.

4.1 Initial Switching Rules (Period 1)

Figure 3 summarizes the mean switching rule in Period 1 for each of the three De-

terministic treatments. The darker (navy) bars use only data from Match 1, while

the lighter (gray) bars use data from all four matches. The first main observation is

that the mean switching rule is below the equilibrium prediction for all treatments,

regardless of whether we use all matches or only Match 1. Indeed, there are negligible

differences between the lighter and darker bars. The second main observation is that

the comparative static predictions are well supported by the data.

While the comparison of means is informative, Figure 3 conceals important features

of the distributions of switching rules. Therefore, in Figure 4a we provide violin plots

of the first period decisions (from Match 1 only) in each treatment. The median initial

switching rule is significantly higher for D0 (near 50), and the interquartile range is

considerably wider for D10 than for D30, although the median switching rule is at (or

just above) zero in both D10 and D30. Consistent with these violin plots, the fraction

of subjects who choose s “ 0 is extremely high in D30 (41 out of 54, or 75.9%), which

is higher than in D10 (24 out of 48, or 50.0%), which is in turn higher than in D0

(10 out of 28, or 35.7%).26 These main treatment comparisons are mostly supported

by a series of Mann-Whitney Wilcoxon (MWW) Ranksum tests, using each subject’s

26For completeness, we include histograms of the first period decisions in Appendix D.
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Figure 4. Violin plots of initial switching rules (Period 1) by (Deterministic) treatment.

Notes: White squares represent medians, while gray shaded violins around boxplots indicate
reflected kernel density estimates. Dashed (red) lines indicate equilibrium point predictions.

first period (Match 1 only) switching rule as a single observation. The tests indicate

significantly higher switching rules in D0 than in D30 (p ă 0.001) and in D10 than

in D30 (p ă 0.01), although the difference between D0 and D10 is not statistically

significant (p “ 0.159).

The violin plots in Figure 4a suggest that subjects seldom used the option to

explicitly randomize in the first period of Match 1, except when switching was costless.

Nevertheless, it’s possible that some subjects used their own internal randomization

(or ‘self-randomization’) procedure in determining which action to take. One way we

attempt to account for this possibility is to examine subjects’ decisions in the first

period of all four matches. In Figure 3, the lighter gray bars indicate that the mean

first period switching rules using all four matches are similar to those using only Match

1. However, examining the violin plots in Figure 4b, the medians and IQRs suggest

a decline in (subject-level mean) initial switching rules even more in line with the

comparative statics predictions of the model. Moreover, the fraction of subjects who

choose zero in the first period of all four matches (giving them a mean initial switching

rule of exactly zero) is 10.7% in D0 (3 out of 28), 31.3% in D10 (15 out of 48), and

57.4% in D30 (31 out of 54).27

We summarize our findings regarding first period decisions in the following result.

Result 1 (Initial switching rules—Deterministic).

(i) Initial switching rules are higher in D0 than in D10, and higher in D10 than in

D30, in line with the comparative statics predictions.

(ii) In all three Deterministic treatments, initial switching rules are lower than the

(symmetric) equilibrium point predictions.

In general, how might we explain the propensity for subjects to choose switching

27It is nevertheless important to interpret these observations with some degree of caution, since
behavior in later matches may be influenced by an individual subject’s experiences in earlier matches.
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rules below the symmetric point prediction? One potential explanation is that subjects

hold subjective beliefs that are more optimistic than the (induced) prior. For instance,

if many subjects hold a subjective prior equal to µ̃0 “ 0.5 (perhaps due to explicit

optimism or inattention), the predicted optimal switching rule is s “ 0. Similarly,

subjects may adopt a heuristic “wait-and-see” approach, knowing that the state will

be revealed at the end of the first period. Nevertheless, the fact that switching rates

tend to be more consistently below the point prediction in D30 than in D10 or D0

suggests that under-switching is also sensitive to the switching cost, c.

The data are, perhaps unsurprisingly, inconsistent with successful asymmetric play,

since very few subjects ever choose to switch with certainty in the first period. In D0,

five (out of 28) subjects chose s “ 100 in the first period of Match 1, and only two

of those subjects chose s “ 100 in the first period of all four matches. In D10, only

four (out of 48) subjects chose s “ 100 in the first period of Match 1, whereas in D30,

only one subject (out of 54) did so. Notably, for D10 and D30, none of those subjects

chose to switch with certainty in all four matches. However, this does not preclude

the possibility that those subjects who chose a switching rule of s “ 0 did so because

they formed the (incorrect) conjecture that their counterpart would choose to switch

with certainty.

4.2 Switching Rules after Learning (In)compatibility (Period t ě 2)

Next, we examine behavior in periods t ě 2 by subjects in the Deterministic treat-

ments, separated by whether the subjects are on known compatible platforms (µt “ 1)

or known incompatible platforms (µt “ 0). Recall our prediction that, in all treat-

ments, subjects choose Remain with certainty (a switching rule equal to zero) once

they learn they are on compatible platforms. In contrast, when subjects learn that

they are (currently) on incompatible platforms, the predicted (symmetric equilibrium)

switching rules are 50.0 for D0, 46.3 for D10, and 40.1 for D30.

Figure 5a shows the mean switching rules chosen by players on incompatible and

compatible platforms for each of the Deterministic treatments. For incompatible plat-

forms, the treatment comparisons are consistent with the comparative statics pre-

dictions,28 although the mean switching rules are significantly lower than the point

predictions in D10 and D30.29 In contrast, when players are on compatible platforms,

the mean switching rule is very close to zero, as predicted, particularly in D30 where

the cost of switching is highest (3.16 in D30, vs. 10.65 in D10 and 11.32 in D0).

Violin plots of the subject-level means for each case, shown in Figure 5b, paint a

similar picture. Consistent with the means shown in Figure 5a, the medians shown

in the violin plots (white squares) are declining with the switching cost when players

are on incompatible platforms (µt “ 0) and the kernel density estimates highlight a

consistent downward shift across the distribution of mean switching rules. For players

on compatible platforms (µt “ 1), the violin plots better highlight the distribution

28Wald tests on the estimated coefficients from a Tobit model of switching rule, s, on belief (0 or 1)
and treatment dummies (with standard errors clustered at the subject-level): D0 vs. D10, p “ 0.108;
D0 vs. D30, p “ 0.0001; D10 vs. D30, p “ 0.001.

29Post-estimation tests on coefficients from the same Tobit model: D0 vs 50.0, p “ 0.507; D10 vs.
46.3, p “ 0.003; D30 vs. 40.1, p ă 0.001.
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Figure 5. Mean switching rules by players on incompatible (µt “ 0) and compatible
(µt “ 1) platforms in D treatments.

Notes: Panel (a): Error bars indicate standard error of the mean. Panel (b): White squares
represent medians, while gray shaded violins around boxplots indicate reflected kernel density
estimates. Dashed (red) lines indicate equilibrium point predictions.

of mean switching rules across subjects, showing that in each case, the majority of

subjects have a mean switching rule very close to zero.

Result 2. In the Deterministic setting,

(i) the switching rule chosen by subjects who are on incompatible platforms (µ “

0) is decreasing with the cost of switching, consistent with the comparative statics

predictions, although they are significantly lower than the point predictions in D10

and D30.

(ii) the switching rule chosen by subjects who are on compatible platforms (µ “

1) is very close to zero for all three cost conditions, consistent with theoretical

predictions.

Although part (ii) of Result 2 is strongly consistent with the theory, it is somewhat

surprising that the switching rules chosen by players who know they are on compatible

platforms are not more universally equal to zero. In part, the deviations from zero

may reflect a mixture of strategic uncertainty (especially in the D0 treatment) or the

tendency for players to make a mistake or “tremble.” A case for the former can be made

even when switching is costly, since there is a (Pareto-inferior) equilibrium strategy in

which both players coordinate on switching and thereby maintain compatibility, but

at a mutual cost. Additionally, we also observe that the mean switching rules chosen

by subjects on known compatible platforms are lower for those who provided more

correct responses to the questions on the Cognitive Reflection Task (CRT).30 Thus,

some of the ‘anomalous’ behavior observed at µt “ 1 can also be attributed to those

subjects who exhibit lower cognitive ability on the CRT. The details of our analysis

examining switching rules and CRT responses are provided in Appendix C.

30Similarly, subjects who provided more impulsive responses to the CRT questions chose higher
switching rules when µt “ 1 than did those who provided more reflective (correct) responses.
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Figure 6. Prior to any transgression: Mean switching rules by players on incompatible
(µt “ 0) and compatible (µt “ 1) platforms in D treatments.

Notes: Panel (a): Error bars indicate standard error of the mean. Panel (b): White squares
represent medians, while gray shaded violins around boxplots indicate reflected kernel density
estimates. Dashed (red) lines indicate equilibrium point predictions.

To underscore the potentially damaging impact of positive switching rules when

µt “ 1, we also examine the number of pairs in each treatment who successfully “live

out their days” on compatible platforms after first obtaining a success. Among pairs

of subjects who ever arrived on compatible platforms, the percentage of pairs who

successfully remained on compatible platforms for the remainder of the match was

64.29% in D0 (36 out of 56), 45.83% in D10 (44 out of 96), and 73.83% in D30 (79

out of 107). However, even this somewhat overstates the subjects’ consistency with

the theoretical prediction. In particular, the percentage of pairs who ensure that they

remain on compatible platforms throughout the remainder of the match—by both

choosing s “ 0 in every subsequent period—is 51.79% in D0 (29 out of 56), 38.54% in

D10 (37 out of 96), and 71.96% in D30 (77 out of 107). Thus, only in D30 do we find

strong evidence that subjects who arrive on compatible platforms live out their days

on those same platforms. For the majority of pairs in D10, there is at least one player

who chooses something other than Remain when they know they are on compatible

platforms, and in most of those pairs, such transgressions almost always shift the pair

away from compatible platforms.

In light of the non-trivial frequency of transgressions, we also examine behavior

at µ “ 0 using only the observations from before the pair realized a success, i.e.,

excluding the cases in which incompatibility was the result of a transgression that

shifted the pair off of compatible platforms. The mean switching rule (using all four

matches) and the corresponding violin plots (using subject-level means across all four

matches as one observation) are displayed in Figure 6. As can be seen by comparing

the panels with their counterparts in Figure 5, there is slightly less under-switching

relative to the point predictions in the D10 and D30 treatments when subjects are

on known incompatible platforms. Moreover, the mean, median, and kernel density

estimate for the D0 treatment are all very consistent with the point predictions of
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Figure 7. Switching rules by players on incompatible (µt “ 0) platforms following
previous compatibility, separated into transgressors and compliant players,
for D treatments.

Notes: Panel (a): Error bars indicate standard error of the mean. Dashed (red) lines indicate
equilibrium point predictions. Panel (b): White squares represent medians, while gray shaded
violins around boxplots indicate reflected kernel density estimates.

the theory. The results are similarly improved for the case in which subjects are

on known compatible platforms, with even lower mean and median switching rules.

Altogether, these results suggest that when subjects are in the initial phase of trying

to achieve successful coordination, switching rules are mostly very consistent with the

(symmetric) equilibrium predictions, with only marginal under-switching in the costly

switching treatments.

4.2.1 Switching behavior after a transgression

Part of the justification for excluding observations of switching rules at µt “ 0 after a

past transgression is that such a transgression could in principle be used as a precedent

by the pair once they are on the ensuing incompatible platforms—the compliant player

(the one who chose the salient action of Remain at µt “ 1) may hold the transgressor

(the one whose implemented action was Switch) responsible for the resulting incom-

patibility. If this is the case, we would expect to observe significantly lower switching

rules by compliant players than by the transgressors at those observations of µt “ 0

that occur after the pair had previously attained compatibility.

Figure 7a shows that the mean switching rule is indeed lower for compliant players

than for transgressors in all three D treatments. The pattern is further supported by

the violin plots in Figure 7b, which show that the median switching rule by compliant

players at µt “ 0 after the transgression is equal to zero in all three treatments, with

most of the distributional mass around very low switching rules. That is, the majority

of compliant players choose Remain with certainty in every instance of µt “ 0 after a

transgression. For the transgressors, the median switching rule is substantially higher

in D0 and D10 (and with higher interquartile range), and although the median for

transgressors is also zero in D30, the interquartile range is far larger than for compliant
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players.31 Thus, there is fairly clear evidence that when a pair regresses from known

compatible platforms to known incompatible platforms as a result of one player’s action

being Switch, the pairs tend to expect the transgressor to restore compatibility (even

when switching is costless, as in D0).

Result 3. In the Deterministic setting, when players are on incompatible platforms

due to a past transgression, the transgressors choose substantially higher switch-

ing rules than the compliant players, the majority of whom choose to switch

with zero probability. Moreover, the switching rules chosen by the transgressors

are declining with the cost of switching, consistent with the comparative statics

prediction.

5 Results—Stochastic Treatments

In this section, we take a similar approach as in Section 4, in order to examine switching

behavior for the range of possible beliefs, µt, in the Stochastic treatments. We begin

by first examining initial switching rules, i.e., those chosen in Period 1, for which the

common prior belief is µ0 “ 1{3. Second, we examine behavior by players when they

are on (known) compatible platforms, µt “ 1. Third, we examine the switching rules

employed by subjects at intermediate beliefs, µt P p0, 1q. We separate the analysis of

intermediate beliefs into two cases. The first case corresponds to the set of beliefs µt ě

0.5, referred to collectively as the belief that players’ platforms are likely compatible.

For all such beliefs, the equilibrium prediction is that both players will choose s “ 0

(i.e., to remain with certainty). The second case corresponds to beliefs µt ă 0.5,

referred to collectively as the belief that players’ platforms are likely incompatible. For

this case, the equilibrium switching rule s˚pµtq is strictly positive, but decreasing in

µt.

Finally, we analyze the switching rules chosen by players when they are on known

incompatible platforms. An important difference between the Stochastic and the De-

terministic settings is that in the Stochastic treatments, subjects can only learn that

they are on incompatible platforms with certainty (µt “ 0) if they first achieve known

compatibility, and then subsequently choose misaligned actions that lead to incompat-

ibility. Following the discussion above, we refer to such a situation as a transgression

and distinguish between the player whose action is Switch (referred to as the trans-

gressor) and the player whose action is Remain (referred to as compliant).

5.1 Initial Switching Rules (Period 1)

Figure 8 shows that the mean switching rules in Period 1 are well below the theoretical

point predictions for the S0 and S10 treatments. In contrast, the mean initial switching

rule in S30 is much higher than the theoretical prediction when we restrict attention to

31In D30, compliant players chose a switching rule s “ 0 in 100 out of 121 observations (82.6%) at
µt “ 0 after a transgression had occurred. The transgressors did so in only 74 out of 121 observations
(61.2%). By contrast, the fractions of compliant players and transgressors choosing s “ 0 were 50.7%
(37 out of 73) and 12.3% (9 out of 73) respectively in D0, and 53.2% (118 out of 222) and 22.1% (49
out of 222) respectively in D10.
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Figure 8. Mean switching rule in Period 1, by treatment (Stochastic only).

Notes: Navy bars use Match 1 only, while light gray bars use Matches 1–4. Error bars indicate
standard error of the mean. Dashed (red) lines indicate equilibrium point predictions.

Match 1 only, and even remains slightly above the prediction when we average across

all four matches. In fact, while the mean switching rule is higher for S0 than for S10,

the prediction that the switching rule should be higher in S10 than in S30 is clearly not

supported. Regarding the comparative statics predictions, we report a series of MWW

Ranksum tests, using each subject’s first period (Match 1 only) switching rule as a

single observation. Consistent with Figure 8, the Ranksum tests indicate significantly

higher switching rules in S0 than in S10 (p “ 0.034) and no significant differences

between S10 and S30 (p “ 0.699). However, the apparent differences between switching

rules in S0 and S30 are not statistically significant (p “ 0.106).

Violin plots of the first period decisions are presented in Figure 9 for each treatment.

Focusing on Match 1 only (Figure 9a), we find that for the S10 and S30 treatments,

the median initial switching rule is zero, with 75% of the observations below 25 in

S10, and below 50 in S30. The fraction of subjects choosing s “ 0 is 46.4% in S0 (13

out of 28), 62.5% in S10 (35 out of 56), and 63.5% in S30 (33 out of 52). The violin

plots are very similar if we instead use the subject-level means across all four matches

(Figure 9b). For instance, the fraction of subjects who choose zero in the first period

of all four matches remains quite high: 32.1% in S0 (9 out 28), 57.1% in S10 (32 out

of 56), and 51.9% in S30 (27 out of 52). The median subject’s mean switching rule is

considerably higher in S0, although still well below the predicted switching rule of 50.

Result 4 (Initial switching rules—Stochastic).

(i) Initial switching rules are higher in S0 than in both S10 and S30; however,

contrary to the comparative statics predictions, they are not higher in S10 than

in S30.

(ii) In S0 and S10, initial switching rules are substantially lower than the (sym-

metric) equilibrium point predictions. In contrast, initial switching rules in S30
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Figure 9. Violin plots of initial switching rules (Period 1) by (Stochastic) treatment.

are slightly higher than predicted.

As discussed in Section 4, the preponderance of low (and even zero) switching rules

may indicate that subjects are overly optimistic, either about the likelihood of being

initially compatible or about the switching rule their counterpart will choose. It is

interesting that the observed under-switching appears to be slightly stronger in S0

than in D0, and much stronger in S10 than in D10. Yet, we do not observe any under-

switching at all in S30. One conjecture is that when the cost is positive, but small, the

price effect on their own switching rule is augmented by a more optimistic conjecture

that their counterpart may be less price sensitive. When the cost increases, that

optimism may be absent, such that the reduction in switching rules more accurately

reflects the price effect captured by the comparative statics predictions.

5.2 Known Compatible Platforms (µt “ 1)

As in the Deterministic treatments, the mean (subject-level) switching rules are close

to zero in S10 and S30 when the players are on known compatible platforms (see

Figure 10a). In contrast, the mean switching rule is somewhat higher in S0. However,

the argument that pairs who are on compatible platforms will each play Remain

because it is more salient is somewhat weaker when the switching cost is zero. Thus,

it’s not necessarily as surprising that we observe some subjects choosing high switching

rules in S0 (and also in D0) even when they are on compatible platforms. This may be

especially true if subjects are frustrated by randomly experiencing failure even when

they are on compatible platforms, which is possible in the Stochastic setting.

Figure 10b shows that the median and the interquartile range (IQR) of subjects’

mean switching rules are both significantly higher for S0 than for S10 or S30. However,

similarly to D10 and D30, the majority of the subject-level means for players on com-

patible platforms are at or just above zero in S10 and S30. Moreover, consistent with

our findings for the Deterministic treatments, we observe significantly lower switching

rules at µt “ 1 among subjects who provided more reflective (and thus, more correct)
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Figure 10. Switching rules chosen by players on known compatible (µt “ 1) platforms
in S treatments.

Notes: Panel (a): Error bars indicate standard error of the mean. Panel (b): White squares
represent medians, while gray shaded violins around boxplots indicate reflected kernel density
estimates. Dashed (red) lines indicate equilibrium point predictions.

responses on the Cognitive Reflection Task (see the analysis in Appendix C).

Among those pairs who ever arrived on compatible platforms, the percentage who

successfully lived out their days by both playing s “ 0 was 21.15% in S0 (11 out of

52), 40.19% in S10 (43 out of 107), and 62.37% in S30 (58 out of 93).32 As we found

for the D treatments, pairs in the S treatments do not universally settle on the salient

strategy profile of choosing Remain with certainty, once they learn that they are on

compatible platforms. In fact, this behavior is particularly rare in S0, when switching

is not costly, and only just more likely than not in S10 and S30.

Result 5. In the Stochastic setting, the switching rule chosen by subjects who are on

known compatible platforms (µ “ 1) is close to zero, consistent with theoretical

predictions, in S10 and S30. In contrast, switching rules in S0 are higher and

more dispersed.

5.3 Likely Compatible Platforms (0.5 ď µt ă 1)

When subjects hold beliefs at which their platforms are likely compatible, meaning

µt P r0.5, 1q, the equilibrium point prediction is s “ 0. That is, subjects should

choose Remain with certainty. In Figure 11, we plot the mean switching rule against

the players’ beliefs, µt, for S10 and S30. In theory, there are infinitely many values

of µt, since a string of successive failures with certain action profiles can drive the

belief arbitrarily close to the extreme values without ever reaching them. However,

32The percentage who successfully remain on compatible platforms (whether or not they both chose
s “ 0) is very similar: 21.15% for S0 (11 out of 52), 52.34% for S10 (56 out of 107), and 63.44% for
S30 (59 out of 93), although this incorporates cases where subjects were lucky not to have slipped off
their compatible track.
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Figure 11. Mean switching rule by (common) belief, µt, in S10 (solid black circles) and
S30 (dashed red squares).

Notes: Hollow markers indicate corresponding equilibrium point predictions.

the likelihood of such sequences is negligible and, more importantly, there are precise

bounds implied by the length of the supergames played by our subjects. In light of

this, and given how few observations we obtain at beliefs that are near the extremes,

we pool together observations at beliefs that are sufficiently close to zero, µt P p0, 0.1q.

Likewise, we pool together observations at beliefs that are sufficiently close to one,

µt P p0.9, 1q.
33 For completeness, we also include the mean switching rules at the two

extreme beliefs, µt “ 0 and µt “ 1.

Focusing on likely compatible beliefs, µt ě 0.5, Figure 11 indicates that mean

switching rules are noticeably higher than the predicted switching rule, s “ 0. How-

ever, it is not clear how much these averages are influenced by outliers. To better

understand the distribution of switching rules on likely compatible platforms, we pro-

vide violin plots for the subject-level mean switching rules at each common belief µt in

the Stochastic treatments (see Figures 12 and 13). Here, we focus on S10 and S30.34

A key takeaway from Figure 12 is that the median subject’s mean switching rule

is exactly zero for each belief, µt ě 0.5, in both S10 and S30. In fact, in the S30

treatment, with the exception of µt “ 2{3, at least 75% of the subjects have mean

switching rules equal to zero for each such belief. The IQR is comparatively wider for

S10 than it is for S30, although it also tends to shrink as µt increases.35 These violin

plots provide clearer evidence than the overall means illustrated in Figure 11—which

are disproportionately influenced by outliers—that subjects behave consistently with

the theoretical prediction when they consider it equally or more likely than not that

33These observations are represented on the graph at the midpoints of the respective intervals, 0.05
and 0.95.

34For S0, we provide analogous figures depicting the mean switching rule and violin plots of subject-
level means at each common belief in Appendix D.

35In part, this reflects a relatively smaller number of observations at the more extreme beliefs.
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Figure 12. Violin plots showing the subject-level mean switching rules by players on
likely compatible platforms p0.5 ď µt ă 1q in the S10 and S30 treatments.

Notes: White squares indicate the median subject’s mean switching rule, while gray shaded violins
around boxplots indicate reflected kernel density estimates.
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Figure 13. Violin plots showing the subject-level mean switching rules by players on
likely incompatible platforms p0 ă µt ă 0.5q in the S10 and S30 treatments.

Notes: White squares indicate the median subject’s mean switching rule, while gray shaded violins
around boxplots indicate reflected kernel density estimates.

they are on compatible platforms.

Result 6. Subjects in S10 and S30 choose switching rules that are very close to zero

for beliefs µt ě 0.5 (likely compatible platforms).

This result is mildly stronger in S30, where a three-fourths majority of subjects

chooses Remain with certainty at every belief above µt “ 0.5 except for µt “ 2{3. In
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S10, a simple majority does the same, although the spread of switching rules is slightly

wider for all of the likely compatible beliefs.

5.4 Likely Incompatible Platforms (0 ă µt ă 0.5)

Figure 11 shows that there is a gradual decrease in the mean switching rule as the belief

increases. However, compared with the point predictions, the mean switching rule is

too low when µt ă 0.5.36 Nevertheless, in contrast with behavior on likely compatible

platforms, the median switching rule for likely incompatible beliefs is always positive,

as predicted. In S10, there is a clear increasing trend in switching rules as the belief

deteriorates from µt “ 1{3 towards µt ă 1{9, although the median subject’s mean

switching rule is quite low in comparison to the point predictions. Meanwhile, in S30,

although there is not the same trend in terms of the median subject’s mean switching

rule, the upper limit of the IQR is consistently increasing as the belief deteriorates

towards zero. Altogether, there are reasonably clear differences in switching rules

based on whether the platforms are likely compatible or likely incompatible.

5.5 Known Incompatible Platforms (µt “ 0)

Unlike for the Deterministic treatments, in the Stochastic treatments, whenever play-

ers know for sure they are on incompatible platforms it can only be that they were

previously on compatible platforms (and knew this to be the case) but “miscoordi-

nated” their actions.37 As discussed in the context of the Deterministic treatments, a

plausible argument in this case is that the player who deviated from the salient action,

Remain—who we refer to as the transgressor—should also be the one to restore com-

patibility by switching back, while the compliant player (whose action was Remain

at the time of miscoordination) continues to choose Remain.

We find some evidence consistent with this hypothesis. Separating subjects in a pair

by whether they were the transgressor, Figure 14a shows that the mean switching rules

at µt “ 0 are higher for transgressors than for their counterparts in all three treatments,

although the difference is small for S30. Likewise, the violin plots in Figure 14b suggest

that the subject-level mean switching rules of transgressors are higher than those of

their compliant player counterparts, especially in S0 and S10. In fact, for compliant

players who found themselves on incompatible platforms due to the transgressor’s

action, the median subject’s mean switching rule is zero for all three treatments.

Thus, as we observed in the Deterministic setting, the majority of compliant players

chose Remain with certainty every time they were on incompatible platforms after

their counterpart’s transgression. In contrast, among the transgressors, the median

transgressor’s mean switching rule is positive and decreasing in the cost of switching,

36The one exception is that in S30, the mean switching rule at µt “ 1{3 is slightly above the point
prediction.

37In the Deterministic treatments, players may learn that they are on incompatible platforms
immediately in the second period, and maintain the common belief µt “ 0 until they successfully
coordinate on a shift to compatible platforms. This cannot happen in the Stochastic treatments since
learning the incompatible pairings is only possible as a byproduct of learning the compatible pairings.
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Figure 14. Switching rules by players on incompatible (µt “ 0) platforms, separated
into transgressors and compliant players, for S treatments.

Notes: Panel (a): Error bars indicate standard error of the mean. Panel (b): White squares
represent medians, while gray shaded violins around boxplots indicate reflected kernel density
estimates. Dashed (red) lines indicate equilibrium point predictions.

consistent with the comparative statics predictions. These findings, summarized in the

following result, parallel the findings reported for the Deterministic setting in Result 3.

Result 7. In the Stochastic setting, when players are on known incompatible plat-

forms (µ “ 0)—which implies a past transgression—the transgressors choose

substantially higher switching rules than the compliant players, the majority of

whom choose to switch with zero probability. Moreover, the switching rules cho-

sen by the transgressors are declining with the cost of switching, in a manner

strongly consistent with the comparative statics prediction.

6 Results—Coordination and Payoffs

In this section, we examine two particular outcomes of interest—coordination rates

and payoffs. As a first step, we document the rates of successful coordination (defined

below) in each treatment. We say that a pair achieves successful coordination if they

observe a success in at least one period during their match. In the Deterministic treat-

ments, this coincides with the pair ever being on compatible platforms, while in the

Stochastic treatments, it requires both platform compatibility and stochastic success

in the same period. In either case, these criteria are very weak so we should expect

extremely high rates of successful coordination, although it is natural to conjecture

that the rates may be lower in the Stochastic treatments.

Table 3 summarizes the rates of successful coordination by treatment, and within

treatment, by whether the pair started on compatible platforms in the first period.

Consistent with the intuition given above, we observe nearly perfect rates of successful

coordination in the Deterministic treatment, with only one pair failing to coordinate

on compatible platforms. Furthermore, the rate of successful coordination is lower,

although still very high, in the Stochastic treatments, ranging between 89.42% (in
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Table 3. Successful coordination by treatment and by initial compatibility.

Treatment

Deterministic Stochastic

D0 D10 D30 Total S0 S10 S30 Total

Overall (%) 100 100 99.07 99.62 92.86 95.54 89.42 92.65

(# pairs) (56) (96) (107) (259) (52) (107) (93) (252)

By initial platform compatibility

Incompatible (%) 100 100 98.39 92.68 94.67 88.24

(# pairs) (40) (60) (61) (38) (71) (60)

Compatible (%) 100 100 100 93.33 97.30 91.67

(# pairs) (16) (36) (46) (14) (36) (33)
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Figure 15. Cumulative percentage of pairs who have observed a success over time.

S30) and 95.54% (in S10). The bottom panel of Table 3 also shows that, as might be

expected, the rate of successful coordination in Stochastic treatments is slightly lower

for pairs with incompatible initial platforms.

We also examine coordination across time. In Figure 15, we plot the cumulative

percentage of pairs who have observed a success over time, with each panel comparing

the Deterministic and Stochastic treatments for a given switching cost. For compari-

son, we also include the predicted cumulative percentages (as red dashed lines) using

the theoretical predictions calibrated to the parameters of the environment. The ob-

served patterns are consistent in each panel. The fraction of pairs who have observed

a success in the early periods is higher in the Deterministic treatments than in the

Stochastic treatments, regardless of the cost of switching.

Result 8. Consistent with the comparative statics predictions, the cumulative percent-

age of subjects who have observed a success over time is higher in the Determin-

istic setting than in the Stochastic setting.

6.1 Compatibility Rates over Time

Next, we examine the fraction of pairs who are on known compatible platforms over

time (see Figure 16). In all three treatments, there is a general increase in the fraction
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Figure 16. Percentage of pairs who are on known compatible platforms (at the end of
the period) over time.

of pairs who are on known compatible platforms over time. Pairs are, naturally, more

likely on compatible platforms in the Deterministic treatments. It is noticeable that,

among the Stochastic treatments, the fraction of pairs on known compatible platforms

is highest when c “ 30 in every period. This is consistent with the observation that,

once players are on known compatible platforms, they rarely choose switching rules

different from zero. By contrast, in both the D10 and S10 treatments, there are periods

in which the fraction actually drops, capturing those cases in which more pairs switch

off compatibility than do attain compatibility. This is somewhat surprisingly more

common in D10, where the fraction dips in periods t “ 4, t “ 6, and t “ 8.38

6.2 Payoffs

How do the differences between treatments in terms of behavior and outcomes translate

to differences in payoffs? Figure 17a illustrates the mean payoffs (per period) for each

treatment, using Match 1 data only, with 95% confidence intervals obtained from a

cluster wild bootstrap (using each pair as an independent cluster). Mean payoffs are

higher in S0 than in S10 or S30, although the difference is only statistically significant

with respect to S10 (p “ 0.042 for S0 vs. S10, and p “ 0.648 for S0 vs. S30). On the

other hand, in the Deterministic treatments, the mean payoffs are lower in D10 than

in D0 or D30, although the differences fall short of statistical significance (p “ 0.102

for D10 vs. D0, and p “ 0.103 for D10 vs. D30).

In the other panel, Figure 17b shows that when we use data from all four matches,

there are no longer any significant differences between the three Stochastic treatments.

In contrast, using the data from all matches, we observe significantly higher payoffs

in D0 than in D30 (p “ 0.073) and significantly higher payoffs in D30 than in D10

(p “ 0.02).39 We summarize these observations in the following result.

Result 9. (i) In Match 1, mean payoffs (per period) tend to be lower when the cost

of switching is positive, but relatively small (c “ 10), for both the Stochastic and

Deterministic settings.

(ii) Using the data from all matches, mean payoffs (per period) do not vary signif-

38In S10, there is only one such dip, in period t “ 5.
39Naturally then, the mean payoffs in D0 are also significantly higher than in D10; p “ 0.001.
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Figure 17. Mean payoffs (per period) by treatment using (a) Match 1 only and (b) all
matches.

Notes: Error bars represent 95% cluster wild bootstrap confidence intervals (clustered by group).

icantly with switching cost in the Stochastic setting. In contrast, mean payoffs

for the Deterministic setting are higher in D0 than in D30, and higher in D30

than in D10.

Holding fixed the cost of switching, Figure 17a also shows that the mean payoffs

are significantly lower in S30 than in D30 (p “ 0.047) and significantly lower in S10

than in D10 (p “ 0.034). Although the mean payoffs are lower in S0 than in D0,

the difference between the two treatments is not statistically significant (p “ 0.343).

However, when we use the data from all four matches, we observe strongly significant

differences between S0 and D0 (p ă 0.0001) and significantly higher mean payoffs

in D30 than in S30 (p “ 0.051), but no significant differences between S10 and D10

(p “ 0.357).

Result 10. (i) Using Match 1 data only, mean payoffs (per period) are significantly

higher in the (costly switching) Deterministic treatments than in the (costly

switching) Stochastic treatments.

(ii) Using the data from all matches, mean payoffs (per period) are lower in S0

than in D0, and lower in S30 than in D30, but do not differ significantly between

S10 and D10.

7 Conclusion

In this paper, we study dynamic coordination between two parties who lack a common

language and, consequently, must learn how to coordinate over time. Unlike previous

related studies on learning in decentralized organizations, we capture various sources

of friction associated with modifying procedures by introducing an explicit cost of

switching for each party. Specifically, we develop and analyze a model of dynamic

coordination with switching costs in which players are faced with a hidden state con-

cerning whether they are on compatible platforms.
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In the Deterministic setting, we derive the efficient symmetric MPE and provide

the closed-form solution for the players’ equilibrium switching probability as a function

of their common belief about compatibility. Though the complexity of the dynamic

problem precludes us from deriving such a closed-form expression in the Stochastic

setting, we devise a procedure to obtain a symmetric MPE approximation. In each

case, the optimal strategy takes a simple form, prescribing Remain with certainty at all

beliefs above a cutoff belief (that depends on the switching cost and other parameters)

and probabilistic switching otherwise. Intuitively, the model predicts that players

switch with lower probability when (i) they are more optimistic about compatibility,

(ii) switching is more costly, or (iii) success on compatible platforms is less likely.

To test our theoretical predictions and provide empirical validation for the model,

we conducted a laboratory experiment in which we varied both the payoff setting and

the switching cost. Overall, the experimental findings are largely consistent with the

comparative statics predictions of the model, although subjects display a tendency to

switch less often than optimal when their common belief is low, reflecting pessimism

about the compatibility of their current platforms. Successful coordination eventually

occurs with high frequency in all treatments, but at a slightly lower rate in the Stochas-

tic setting, as predicted by the theory; however, contrary to the theory, not all pairs

who achieve successful coordination maintain coordination for the rest of the relation-

ship. This small amount of anomalous behavior tends to be correlated with subjects’

cognitive ability, as measured by their responses to a slate of CRT questions—subjects

with higher CRT scores (or more Reflective responses) are less likely to transgress

than those with lower CRT scores (or more Impulsive responses). With that said, fol-

lowing a transgression, transgressors also choose switching rules that are substantially

higher than their compliant counterparts. Thus, while transgressions can be destruc-

tive, players use the identity of the transgressor as a basis for subsequent attempts to

re-establish coordination.

Naturally, there are several directions in which our research may be extended.

The theoretical model that we present is relatively stylized, focusing on a strategic

interaction between two players who each have two possible platforms. Coordination

within and across organizations often relies on the efforts of many agents who interact

with varied frequency and have potentially many possible configurations of procedures

from which to choose. In future work, it may be interesting to generalize the framework

to allow for more players, larger state and action spaces, and complex interaction

structures (e.g., using a network model) to explore more of the intricacies present in

real-world organizations. An additional, related extension might involve allowing for

different levels of success based on the players’ degrees of compatibility.

By implementing the above theoretical extensions and introducing other interven-

tions, future experiments could provide further insight into coordination in decentral-

ized organizations. In our experiment, we observe “under-switching” at low beliefs

and “over-switching” at high beliefs, highlighted by anomalous switching in pairs that

have successfully coordinated. One device shown to improve coordination in previous

experimental studies is communication. While it is unclear that introducing commu-

nication into this framework would improve pairs’ ability to coordinate in the first

place (especially in the more complicated Stochastic setting), communication could
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provide more sophisticated players with a tool to teach less sophisticated players how

to switch optimally and how to stay coordinated. It remains to be seen whether play-

ers, in practice, use communication effectively to overcome the strategic tensions of

our environment.
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A General Theoretical Model

A.1 Preliminaries

Consider an infinite-horizon coordination game with two players, i P t1, 2u, in discrete

time, indexed by t “ 0, 1, 2, .... At the beginning of time, Nature randomly and

privately assigns each player i an initial platform θi,0 P Θi “ tθ1i , θ
2
i u. While it is

common knowledge that there are two possible platforms in each of Θ1 and Θ2, neither

player can distinguish between the other player’s platforms. Furthermore, each player’s

current platform remains her private information for the entire game, as we assume

that communication between players is impossible.

Nature randomly draws two (out of four) platform pairings to be compatible for

the players. For players i, j and platforms k, l, if pθki , θ
l
jq is a compatible pairing, then

pθli, θ
k
j q is also compatible, i.e., each of i’s platforms are compatible with exactly one

of j’s platforms. Compatible platform pairings are fixed for the entire interaction,

though neither player is ever informed about which platform pairings are compatible.

Coordinating on a compatible platform pairing results in a higher (expected) benefit

for both players, which is described in greater detail below.

We assume that compatible pairings do not differ in their productivity; thus, it is

convenient to denote the period-t state of the world by ωt P t(C)ompatible, (I)ncompatibleu,

where players are either on a compatible platform pairing or an incompatible one.

Based on the draw of Nature, the initial state of the world is ω0, which is not observed

by either player. At the beginning of the game, players hold a common prior µ0 P p0, 1q

that they are on a compatible pairing, ω0 “ C.

In each period t, the state of the world transitions based on the actions taken by

the players at the beginning of the period. Players then receive a benefit that serves as

a (potentially noisy) public signal about compatibility, and consequently, update their

belief about the state. Depending on the setting and the realized outcome, players may

be able to infer the current state of the world; however, neither player ever explicitly

observes whether they are on a compatible platform pairing.40

A.2 Timing

The timing of each period t in the dynamic coordination game is as follows: players

enter period t with prior µt about the unobservable state ωt. Then, they move simulta-

neously, with each player i choosing an action ait P A “ tR, Su to either remain (R) on

their current platform or switch (S) to the other platform. Choosing S has associated

fixed cost cpSq “ c ě 0, while choosing R is costless, cpRq “ 0. We represent the

players’ period-t action profile by at “ pa1,t, a2,tq, which is observed by both players

after their actions are selected.

Based on the players’ actions, the state ωt transitions to ω̂t. In particular, state

40In particular, players will be able to infer the current state of the world perfectly in the Deter-
ministic setting (i.e., following either success or failure) and imperfectly in the Stochastic setting (i.e.,
only following a success).
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ω̂t “ ψpat, ωtq is determined via the following transition rule:

ψpa, ωq “

$

&

%

C, if pa, ωq P
!´

pS,Sq,C
¯

,
´

pR,Rq,C
¯

,
´

pS,Rq, I
¯

,
´

pR,Sq, I
¯)

,

I, otherwise.

Thus, the state in our model is endogenous, but it evolves deterministically over time.

If the players begin the period on a compatible (incompatible) platform pairing, they

remain on a compatible (incompatible) pairing if they choose the same action, i.e.,

both Remain or both Switch, but move to an incompatible (compatible) pairing if

they choose different actions, i.e., one Remain and one Switch.

Following the state transition from ωt to ω̂t, players receive a common benefit

yt P ty
L, yHu that depends on (1) whether their resulting platforms are compatible

and (2) the draw of a random variable. If platforms are incompatible, each player

receives benefit yL ą 0 (“failure”) with certainty; if platforms are compatible, each

player receives benefit yH ą yL (“success”) with probability p P p0, 1s and benefit yL

with probability 1´ p. The period-t payoff for player i is then πi,tpat, ytq “ yt´ cpai,tq,

where cpai,tq is player i’s individual cost as a function of her chosen action.

After observing pat, ytq and receiving pπ1,t, π2,tq, players update their beliefs about

compatibility. Since players have the same prior and observe the same information in

each period, they update their beliefs in the same fashion, leading to identical posterior

beliefs µ1,t`1 “ µ2,t`1 “ µt`1.
41 Specifically, µt is updated according to Bayes’ rule.

Because state transitions are deterministic, this process is rather straightforward –

given µt, at, and yt, the posterior belief µt`1 is

µt`1 “

$

’

’

’

’

’

&

’

’

’

’

’

%

µtp1´ pq

1´ pµt
, if pat, ytq P

!´

pS,Sq, yL
¯

,
´

pR,Rq, yL
¯)

,

p1´ µtqp1´ pq

1´ pp1´ µtq
, if pat, ytq P

!´

pS,Rq, yL
¯

,
´

pR,Sq, yL
¯)

,

1, if yt “ yH .

Because players’ actions directly impact how µt updates, for clarity, we will often use

notation that indicates the updated belief conditional on whether the players choose

the same or different actions. That is, let µ` represent µt`1 following pai “ aj, y
Lq,

and let µ´ represent µt`1 following pai ‰ aj, y
Lq. After belief updating, play proceeds

to period t ` 1, where the state ωt`1 “ ω̂t carries over based on the actions of period

t and players hold common belief µt`1.

Figure 18 summarizes the timing of each period t.

A.3 Equilibrium Analysis

Our solution concept is Markov perfect equilibrium (MPE), a refinement of subgame

perfect equilibrium that is often applied to the study of stochastic games. Within the

41Due to this construction, our model can be viewed alternatively as a particular case of a stochas-
tic game with observable states, where the players’ common belief is the state variable (see, e.g.,
Yamamoto (2019)).
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set of MPE, we focus on symmetric MPE in which players choose identical strate-

gies that depend only on their commonly held belief µ. Our argument for analyzing

symmetric MPE is two-fold. First, no asymmetries exist between players regarding

platform salience, bargaining power, potential benefits, or switching costs; thus, asym-

metric equilibria are highly implausible. Second, Markov strategies are particularly

simple and intuitive in our framework since they only depend on the players’ current

belief about compatibility µ, rather than histories that grow increasingly complex as

play develops over time. A mixed Markov strategy for player i is a function si that

assigns to each µ P r0, 1s the probability with which player i chooses Switch. A profile

of Markov strategies that constitutes a subgame perfect equilibrium of the dynamic

coordination game is called a Markov perfect equilibrium, and a symmetric MPE is

one in which sipµq “ sjpµq for all µ.

As in many other settings that model coordination games and dynamic interactions,

restricting attention to symmetric strategies still results in a multiplicity of equilibria

in our environment. To obtain a sharper prediction for our laboratory experiment,

we argue that the most salient symmetric MPE is one in which both players choose

Remain with certainty for all µ ě µ˚ and choose Switch with some probability

spµq P p0, 1q for all µ ă µ˚, where µ˚ is an equilibrium cutoff belief that depends

on the switching cost and other parameters of the model. Additionally, for c ą 0,

this equilibrium has the advantage of being the efficient symmetric MPE, as it both

maximizes the players’ probability of achieving successful coordination in each period

and minimizes the costs incurred as a result of switching platforms.

Throughout the analysis, it is convenient to use a value function V : r0, 1s Ñ R
to characterize our equilibrium. Specifically, V pµq denotes each player’s expected dis-

counted payoff stream (”continuation value”) at the beginning of a period in which

the common prior equals µ. Extending our above notation for the updated belief

conditional on whether players choose the same or different actions, the correspond-

ing continuation values are defined as V pµt`1|ai “ aj, y
Lq :“ V ` and V pµt`1|ai ‰

aj, y
Lq :“ V ´.

To guarantee the existence of equilibria in which players choose Switch with

positive probability at some belief, we maintain the following parameter assumption

for the rest of the paper:

Assumption 1. Parameters δ, c, p, yH , and yL are such that

c ă
ppyH ´ yLq

1´ δ
. (2)
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Note that yL

1´δ
is the lower bound on the set of continuation values, as each player

can guarantee herself at least yL in every period by simply choosing Remain with

certainty. Furthermore, pyH`p1´pqyL

1´δ
is the upper bound on the set of continuation

values because the expected period-payoff from being on a compatible platform pairing

is pyH ` p1 ´ pqyL. Assumption 1 ensures that the cost of switching is strictly lower

than the difference between these upper and lower bounds, i.e., the largest possible

increase in the expected payoff stream that results from achieving coordination.

A.4 Deterministic Setting, p “ 1

We begin our analysis with an examination of the Deterministic setting. In this setting,

because players are guaranteed success when they are on a compatible platform pairing,

p “ 1, the state of the world ω is fully revealed by the realized benefit y. Here, the

game takes a rather simple form, where players choose actions in period 0 based on µ0

and update their common belief to either µ1 “ 0 or µ1 “ 1, conditional on y0. In every

subsequent period, players are able to track the underlying state due to the perfect

observability of actions and state-revealing benefits. As a result, there are only three

unique values of µ that can occur in equilibrium: µ0 P p0, 1q, µ “ 0, and µ “ 1.

Consider the case in which players observe a success in period t ´ 1. Following

yt´1 “ yH , players update their belief via Bayes’ rule to µt “ 1. At this belief, our

equilibrium prediction involves both players choosing Remain forever. To see why,

observe that, conditional on player j choosing Remain in every period t where µt “ 1,

it is also optimal for player i to choose Remain in period t. If players are currently

on a compatible platform pairing, continued play of (Remain, Remain) maximizes

joint benefits in the continuation game as it ensures that players stay on a compatible

platform pairing for the rest of the game and, consequently, receive yH in every future

period. At µt “ 1, players can also maintain compatibility with (Switch, Switch) in

every period; however, if c ą 0, this equilibrium behavior results in repeated payment

of the switching cost by both players and is thus inefficient. Even in the absence of

switching costs, c “ 0, (Switch, Switch) is arguably less salient than remaining on

the established compatible platform pairing. Thus, in the Deterministic setting, when

µ “ 1, the efficient symmetric MPE prescribes play of Remain with certainty for each

player if c ą 0. While it is not possible to select this equilibrium over one involving

(Switch, Switch) on the basis of efficiency when c “ 0, we argue that (Remain,

Remain) is the most natural prescription of equilibrium play as it preserves the status

quo. In equilibrium, players are able to maintain compatibility once success is realized,

resulting in a corresponding continuation value of V p1q “ yH

1´δ
.

Consider now the case in which players enter period t with belief µt ă 1. This case

encompasses period 0, where players begin the game with common prior µ0 P p0, 1q,

as well as each period t ą 0 that follows a failure in period t ´ 1, yt´1 “ yL, where

players know that they are currently on incompatible platforms, µt “ 0. Given belief

µt, continuation values V pµt`1q, and player j’s switching probability sj,t, player i’s

expected payoff from choosing Switch in period t is

`

µtsj,t`p1´µtqp1´sj,tq
˘

„

yH`δ

ˆ

yH

1´ δ

˙

`
`

µtp1´sj,tq`p1´µtqsj,t
˘

„

yL`δV p0q



´c,
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while player i’s expected payoff from choosing Remain is

`

µtp1´ sj,tq` p1´µtqsj,t
˘

„

yH ` δ

ˆ

yH

1´ δ

˙

`
`

µtsj,t`p1´µtqp1´ sj,tq
˘

„

yL` δV p0q



.

Thus, it is optimal for player i to choose Switch if and only if

p1´ 2sj,tqp1´ 2µtq

«

yH ´ yL ` δ

ˆ

yH

1´ δ
´ V p0q

˙

ff

ě c, (3)

with indifference between Switch and Remain at equality.

From (3), one observation is immediate. Clearly, the expression in square brackets

is strictly positive because yH

1´δ
is the upper bound of the set of continuation values and

yH ą yL. This implies that, for sufficiently low values of µt, the only symmetric profile

that satisfies (3) must involve both players choosing Switch with some probability

spµtq P p0, 1q. In the efficient symmetric MPE, there exists an equilibrium cutoff belief

µD˚ P p0, 1
2
s such that players choose Switch with probability spµtq P p0, 1q for all

µt ă µD˚; however, at this point in our analysis, it is not obvious whether µD˚ exists,

and if so, what its value should be. For the time being, we conjecture the existence of

such a cutoff belief and derive optimal behavior.

Suppose that µt ă µD˚. By imposing symmetry and solving a binding (3), we

obtain spµtq as a function of the continuation value V p0q:

spµtq “
1

2

$

’

’

&

’

’

%

1´
c

p1´ 2µtq

ˆ

yH

1´δ
´ yL ´ δV p0q

˙

,

/

/

.

/

/

-

. (4)

Once their common belief reaches µ “ 0, the players face an identical problem in

each period, conditional on continued failure. In particular, we can write V p0q in the

following stationary form, as a function of equilibrium strategies, where sp0q equals

(4) evaluated at µ “ 0:

V p0q “

ˆ

1´ 2sp0qp1´ sp0qq

˙ˆ

yL ` δV p0q

˙

` 2sp0qp1´ sp0qq

ˆ

yH

1´ δ

˙

´ sp0qc.

That is, in the efficient symmetric MPE, when players know that they are on an

incompatible platform pairing in a given period, they remain uncoordinated for that

period (i.e., stay on an incompatible pairing) with probability 1´ 2sp0qp1´ sp0qq, but

obtain successful coordination (i.e., switch to a compatible pairing) with probability

2sp0qp1´ sp0qq. After some simplification, our final expression for V p0q is

V p0q “
yH ` p1´ δqpyL ´ cq

p2´ δqp1´ δq
, (5)

which, by Assumption 1, is strictly greater than the lower bound of the set of continu-

ation values, yL

1´δ
. Equilibrium switching probabilities spµtq for µt ă µD˚ are obtained
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by substituting (5) back into (4):

spµtq “
1

2

«

1´
p1´ δ

2
qc

p1´ 2µtqpyH ´ yL `
δ
2
cq

ff

. (6)

A number of interesting features are worth noting about spµtq. If c “ 0, then

spµtq “
1
2

for all µt ă µD˚. In this case, the optimal switching probability is that

which maximizes the players’ probability of achieving successful coordination in the

current period, µt
`

1 ´ 2stp1 ´ stq
˘

` p1 ´ µtq
`

2stp1 ´ stq
˘

. Since µt ă µD˚ ď 1
2
, this

probability is strictly increasing in 2stp1´ stq, a term which is maximized by st “
1
2
.

If c ą 0, players optimally choose Switch with probability strictly less than 1
2
.

Notably, spµtq depends on µt, c, y
H ´yL, and δ. In this case, clear comparative statics

emerge. For a given µt ă µD˚, spµtq is strictly increasing in yH´yL, strictly increasing

in δ, and strictly decreasing in c. If instead we allow µt to vary within r0, µD˚q and hold

all other parameters fixed, then spµtq is strictly decreasing in µt, as well. Intuitively,

players are more willing to switch when the benefits from achieving coordination –

both in the short-term (yH ´ yL) and long-term (δ) – are greater. Similarly, they are

less willing to switch when it is more costly to do so. As players become more certain

that they are on incompatible platforms, they switch with higher probability, but the

equilibrium rate remains below 1
2

due to the presence of switching costs.

To derive the equilibrium cutoff belief µD˚, we set spµD˚q equal to zero and solve

for µD˚, which gives us

µD˚ “
1

2

«

1´
p1´ δ

2
qc

yH ´ yL ` δ
2
c

ff

.

Since yH ą yL and c ě 0, µD˚ ď 1
2
. Furthermore, by Assumption 1, µD˚ ą 0. As

conjectured, there exists an equilibrium cutoff belief µD˚ P p0, 1
2
s such that players

choose Switch with probability spµtq P p0, 1q for all µt ă µD˚.

Equipped with our equilibrium cutoff belief µD˚, we discuss optimal behavior for

all beliefs µt P rµ
D˚, 1q. Substituting our previous derived value of V p0q into (3), recall

that player i prefers to choose Switch if and only if

p1´ 2sj,tqp1´ 2µtq

«

yH ´ yL ` δ
2
c

1´ δ
2

ff

ě c, (7)

with indifference between Switch and Remain at equality. As previously noted,

the expression in square brackets is strictly positive. In fact, by Assumption 1,
«

yH´yL` δ
2
c

1´ δ
2

ff

ą c, which is RHS(7). However, for µt ě µD˚, p1´ 2sj,tqp1´ 2µtq may be

positive, negative, or equal to zero, conditional on sj,t and µt. As a result, equilibrium

selection requires some care and is most easily undertaken by analyzing the cases of

c ą 0 and c “ 0 separately.

When switching is costly, c ą 0, the equilibrium cutoff belief is µD˚ ă 1
2
. For

µt P rµ
D˚, 1

2
q, (Remain, Remain) is the only symmetric equilibrium profile, and for

µt “
1
2
, Remain is the dominant action for both players. Both of these facts can be
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seen from the simplified optimality condition, where, given sj,t “ 0, LHS(7) decreases

from c to 0 as µt increases from µD˚ to 1
2
. For µt P p

1
2
, 1q, it is possible to support play

of (Remain, Remain), (Switch, Switch), or even mixing between Remain and

Switch with identical probabilities in a symmetric equilibrium. As noted earlier, the

players’ probability of success in each period is µt
`

1´2stp1´stq
˘

`p1´µtq
`

2stp1´stq
˘

,

which is decreasing in 2stp1 ´ stq since µt ą
1
2
. It is thus maximized by either st “ 0

(Remain with certainty) or st “ 1 (Switch with certainty), but efficiency requires

that both players choose Remain with certainty for µt P p
1
2
, 1q as this minimizes

their joint costs from switching. Thus, the efficient symmetric MPE prescribes play of

Remain with certainty for both players for all µt ě µD˚.

When switching is costless, c “ 0, the equilibrium cutoff belief is µD˚ “ 1
2
, and there

exists a symmetric MPE in which both players choose Remain with certainty for all

µt ě µD˚; however, there exist additional symmetric MPE in which both players choose

Switch with certainty or both mix between Remain and Switch with probability
1
2

over the same belief range. Unlike the case where c ą 0, in the absence of switching

costs, multiple symmetric equilibria maximize the players’ probability of success in

each period, and no inefficiencies can result from joint switching while players are on

compatible platforms. Consequently, there are multiple efficient symmetric MPE and

thus no unique prediction for equilibrium behavior. One could argue that players who

are more optimistic about compatibility than not (µt ą
1
2
) should remain where they

are, due to the salience of the status quo alternative. On the other hand, given that a

success has not yet occurred, one could argue that the players’ current platform pairing

is not yet established as a focal point. To maintain consistency with our analysis in

the costly switching case, we hold the former position.

We summarize our equilibrium for the Deterministic setting in Proposition 1:

Proposition 1. Consider the Deterministic setting of the dynamic coordination game,

where p “ 1, and suppose that Assumption 1 holds. Then there exists a symmetric

MPE in which, given common belief µt, the equilibrium probability of switching in

period t is

sD˚pµtq “

$

’

&

’

%

1

2

«

1´
p1´ δ

2
qc

p1´ 2µtqpyH ´ yL `
δ
2
cq

ff

, if µt ă µD˚,

0, otherwise,

with the corresponding equilibrium cutoff belief,

µD˚ “
1

2

«

1´
p1´ δ

2
qc

yH ´ yL ` δ
2
c

ff

.

If c ą 0, then this equilibrium is the efficient symmetric MPE.

The equilibrium described in Proposition 1 provides us with a straightforward pre-

diction for behavior in the Deterministic setting. In period 0, switching behavior is

determined by the prior µ0. If µ0 ě µD˚, both players choose Remain with certainty.

If µ0 ă µD˚, players mix between Switch and Remain according to sD˚pµ0q, placing
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higher probability on Switch as µ0 decreases toward zero if c ą 0. In the absence of

switching costs, c “ 0, players mix between Remain and Switch with equal proba-

bility (1
2
) for all µt ă µD˚. In every period t ą 0, if a success was obtained in period

t ´ 1, both players choose Remain with certainty (and thus maintain coordination

forever). Otherwise, knowing that failure indicates their incompatibility, players mix

between Switch and Remain according to sD˚p0q.

Switching costs influence optimal behavior through two main channels, provided

that c ă ppyH´yLq
1´δ

. First, given µt ă µD˚, a higher cost of switching induces a strictly

lower probability of switching. Second, increasing c leads to a strictly lower cutoff

belief µD˚. Overall, when it becomes more costly for players to switch platforms,

switching occurs less often, over a smaller range of only the most pessimistic beliefs.

A.5 Stochastic Setting, p P p0, 1q

We now turn our attention to the Stochastic setting. As in the Deterministic setting,

players are able to infer the state ω once a success yH has occurred. From that

point forward, players can track the underlying state due to the perfect observability

of actions, resulting in a common belief of either µ “ 1 or µ “ 0 in each period.

However, since p P p0, 1q, success is not guaranteed when players are on a compatible

platform pairing. As a result, until success occurs, players faced with repeated failure

are unable to distinguish incompatibility from a string of “bad luck.” This limited

ability to infer the state based on the resulting benefit compounds the existing tension

due to switching costs, as the players’ decisions involve coordinating not only who

should switch but also whether anyone should switch.

The strategic environment is thus necessarily more complex owing to the evolution

of the common belief prior to successful coordination. If players have yet to achieve

success and choose the same action, both Remain or both Switch, then failure causes

their belief to deteriorate toward zero, µ` ă µt. However, players that face failure and

choose different actions, one Remain and one Switch, may become more or less

optimistic about being on compatible platforms, depending on their current belief.

If µt ě
1
2
, then observing ai,t ‰ aj,t leads players to doubt compatibility, a belief

which erodes even further following yL, µ´ ă µt. If instead µt ă
1
2
, players believe

compatibility is more likely than not after ai,t ‰ aj,t, but this optimism is dampened

by yL, µ´ ą µt.

Starting from a generic prior µ0 P p0, 1q, the players remain uncertain about the

state of the world until a success occurs. Specifically, players become more pessimistic

about compatibility if they repeatedly fail, but their belief never reaches zero. Fur-

thermore, unless their prior takes a particular form (which we define below), it is

unlikely that they hold identical interior beliefs in multiple periods of the game, even

if they switch to likely compatible platforms and remain on those platforms through

a sequence of failures. That is, in general, µ does not cycle. For these reasons, there

are infinitely many beliefs that can arise in equilibrium.

Consider first the case in which players’ common belief at the beginning of period t

is µt “ 1, i.e., the case in which players observe a success in period t´1, yt´1 “ yH . For

reasons identical to those discussed in Section A.4, our equilibrium prediction involves
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both players choosing Remain forever at this belief. This prescription of play max-

imizes joint expected benefits while also minimizing joint costs from switching, with

strict efficiency gains relative to other symmetric equilibria that prescribe (Switch,

Switch) or mixing between Switch and Remain if c ą 0. On compatible platforms,

players’ expected period-benefit is pyH ` p1´ pqyL, so the corresponding continuation

value is V p1q “ pyH`p1´pqyL

1´δ
.

Consider instead the case in which players enter period t with common belief µt ă 1,

which encompasses period 0, where µ0 P p0, 1q, as well as each period that follows

a failure in period t ´ 1, where µt P r0, 1q. Given common belief µt, continuation

values V pµt`1q, and player j’s switching probability sj,t, player i’s expected payoff

from choosing Switch in period t is

p
`

µtsj,t ` p1´ µtqp1´ sj,tq
˘

ˆ

yH ` δV p1q

˙

` p1´ sj,tqp1´ pp1´ µtqq

ˆ

yL ` δV ´
˙

` sj,tp1´ pµtq

ˆ

yL ` δV `
˙

´ c,

while player i’s expected payoff from choosing Remain is

p
`

µtp1´ sj,tq ` p1´ µtqsj,t
˘

ˆ

yH ` δV p1q

˙

` sj,t
`

1´ pp1´ µtq
˘

ˆ

yL ` δV ´
˙

` p1´ sj,tq
`

1´ pµt
˘

ˆ

yL ` δV `
˙

.

Thus, it is optimal for player i to choose Switch in period t if and only if

p1´ 2sj,tq

#

pp1´ 2µtqpy
H ´ yLq ` δ

„

pp1´ 2µtqV p1q ` p1´ pp1´ µtqqV
´ ´ p1´ pµtqV

`



+

ě c,

with indifference between Switch and Remain at equality. For the arguments that

follow, it is more convenient to reference a compact version of this condition,

p1´ 2sj,tqΛpµtq ě c, (8)

where Λpµtq “ pp1´2µtqpy
H´yLq`δ

„

pp1´2µtqV p1q`p1´pp1´µtqqV
´´p1´pµtqV

`



.

This optimality condition shares similarities with the one derived in the Determin-

istic setting, but there are also some important differences. In general, each µt P p0, 1q

updates in one of three ways, conditional on the players’ actions and their realized

benefit. If success occurs, then players update their belief to µt`1 “ 1 as in the De-

terministic setting; however, failure leads players to a posterior belief of either µ`

(if players choose the same actions) or µ´ (if players choose different actions). The

probability of each of these paths, and thus the players’ optimal behavior, relies on

not only the belief µt but also the success probability p. As p Ñ 1, the optimality

condition closely resembles that of the Deterministic setting.42 As p Ñ 0, the net

42As expected, substituting p “ 1 into (8) results in an optimality condition that is exactly the
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expected benefit from achieving successful coordination goes to zero, in which case

players always strictly prefer to choose Remain with certainty if c ą 0 and weakly

prefer to do so if c “ 0. The more interesting case lies at intermediate values of p;

maintaining Assumption 1, we have p ą p1´δqc
yH´yL

.

We derive optimal behavior at three key beliefs, µ “ 1, µ “ 1
2
, and µ “ 0,

to provide insight into the problem for a general belief µt P p0, 1q. As discussed

above, our equilibrium predicts (Remain, Remain) at µ “ 1. This can also be

argued from the optimality condition, as Λp1q is negative, indicating that a symmetric

MPE can involve play of (Remain, Remain), (Switch, Switch), or both players

mixing between Remain and Switch. Of these three prescriptions of equilibrium

play, (Remain, Remain) is efficient if c ą 0. For µt “
1
2
, the probability of achieving

successful coordination in the current period is 1
2
, and the posterior belief following

failure is the same no matter which actions are taken by the players, µ` “ µ´ “ 1´p
2´p

.

As a result, Λp1
2
q = 0, which implies that Remain with certainty is a dominant action

for c ą 0 and can be supported as part of a symmetric MPE for all c. Finally, for

µt “ 0, the only symmetric profile that satisfies (8) must involve both players choosing

Switch with some probability spµtq P p0, 1q, since Λp0q is positive.43

Notice that increasing µt from 0 to 1
2

to 1 results in a decrease in Λpµtq from

a positive value to 0 to a negative value. This mirrors the relationship between the

same three beliefs and the expression in square brackets in (3). Furthermore, while the

difference δ

„

p1´pp1´µtqqV
´´p1´pµtqV

`



may be positive, negative, or equal to zero,

much of the weight in Λpµtq can be attributed to the term pp1´2µtq

„

yH´yL`δV p1q



,

which is strictly decreasing in µt. Thus, even though the belief evolves in a more

complicated fashion in the Stochastic setting, the form of the optimality condition

suggests that players may use an equilibrium cutoff strategy similar to that derived in

Section A.4.

Specifically, we conjecture that there exists a symmetric MPE with an equilibrium

cutoff belief µS˚ P p0, 1
2
s such that both players choose Switch with probability spµtq P

p0, 1q for all µt ă µS˚ and choose Remain with certainty for all µt ě µS˚. For µt ă µS˚,

the candidate equilibrium probability of switching is found by imposing symmetry and

solving a binding (8) for spµtq:

spµtq “
1

2

"

1´
c

Λpµtq

*

. (9)

Given µt, Λpµtq is a function of up to three continuation values, so calculating the equi-

librium switching probability for each µt requires solving the system of continuation

same as the one derived in Section A.4.
43In the Stochastic setting, µ “ 0 can only be reached by players who have achieved successful

coordination and subsequently chosen different actions. Based on our prediction, players should
never reach µ “ 0 on the equilibrium path. However, because Markov strategies only depend on the
payoff-relevant state, µ, and not the full history of the game, past transgressions or mistakes do not
play a role in an MPE. Thus, in the event that players reach µ “ 0, equilibrium behavior is still
governed by the above optimality condition.
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values

ˆ

V pµtq

˙

µtPr0,1s

.44 The general form of V pµtq can be written as

V pµtq “ 2stp1´ stq

"

pp1´ µtq

ˆ

yH ` δV p1q

˙

` p1´ pp1´ µtqq

ˆ

yL ` δV ´
˙*

` p1´ 2stp1´ stqq

"

pµt

ˆ

yH ` δV p1q

˙

` p1´ pµtq

ˆ

yL ` δV `
˙*

´ stc,

(10)

where st represents the equilibrium switching probability at µt. This expression can

be simplified based on whether µt lies above or below the equilibrium cutoff belief µS˚.

That is, for µt ě µS˚,

V pµtq “ pµt

ˆ

yH ` δV p1q

˙

` p1´ pµtq

ˆ

yL ` δV `
˙

,

while for µt ă µS˚,

V pµtq “
1

2

"

pyH ` p2´ pqyL ´ c` δ

„

pV p1q ` p1´ pp1´ µtqqV
´
` p1´ pµtqV

`

*

.

Using our value for V p1q and the candidate equilibrium, we can immediately solve for

V p0q:

V p0q “
1

2

"

pyH ` p1´ pqyL ` yL ´ c` δ

„

V p1q ` V p0q

*

“
pyH ` p1´ pqyL ` p1´ δqpyL ´ cq

p2´ δqp1´ δq
,

(11)

where we have substituted V p1q and simplified the expression in the second line. Equi-

librium switching rate sp0q is obtained by substituting µ “ 0, V p1q, and V p0q back

into (9). Note that V p0q ą yL

1´δ
by Assumption 1, so mixing with probability sp0q at

µ “ 0 is indeed optimal.

Through V p1q and V p0q, we have pinned down optimal behavior at the boundary

beliefs, µ “ 1 and µ “ 0. However, because there are infinitely many beliefs µt P p0, 1q

that can arise in equilibrium, there are infinitely many corresponding continuation

values to consider, as well. To combat the difficulties associated with solving an

infinite system of simultaneous linear equations, we devise a method to compute an

equilibrium approximation for the Stochastic setting. Our approximation method

centers on implementing the structure of our candidate equilibrium and limiting the

size of the set of continuation values. By constructing a finite system of continuation

44Note that, if c “ 0, spµtq “
1
2 for all µt ă µS˚, i.e., optimal behavior at low beliefs involves

mixing between Remain and Switch with equal probability. In the absence of switching costs,
players simply maximize the probability of achieving successful coordination in the current period,

p

„

µt

`

1´ 2stp1´ stq
˘

` p1´ µtq
`

2stp1´ stq
˘



. Since µt ă µS˚ ď 1
2 , this probability is maximized by

st “
1
2 , as in the Deterministic setting.
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values, we can exploit the recursive nature of each continuation value and compute

a solution of the system using standard tools of linear algebra. These continuation

values can then be used in (9) to calculate the switching probability for each µ in

our restricted set. Precise details of our method are given in Appendix B. Here, we

comment on our equilibrium approximation and provide some intuition.

Consider the Stochastic setting of the dynamic coordination game, where p P p0, 1q,

and suppose that Assumption 1 holds. Then there exists a symmetric MPE approx-

imation in which, given common belief µt, the probability of switching in period t

is

sS˚pµtq “

$

’

&

’

%

1

2

«

1´
c

Λpµtq

ff

, if µt ă µS˚,

0, otherwise,

where Λpµtq “ pp1´2µtqpy
H´yLq`δ

„

pp1´2µtqV p1q`p1´pp1´µtqqV
´´p1´pµtqV

`



and the cutoff belief is µS˚ P p0, 1
2
s.

Despite the additional complexity present in the Stochastic setting, our symmetric

MPE approximation shares a number of features with the efficient symmetric MPE

of the Deterministic setting. There exists a cutoff belief, µS˚, above which players

optimally choose Remain with certainty. For all beliefs below the cutoff, players

mix between Remain and Switch with an interior probability that depends on the

parameters of the model. If c “ 0, this switching probability places equal weight on

Remain and Switch for all µt ă µS˚, while the presence of switching costs, c ą 0,

leads players to switch with increasing (decreasing) probability as their common belief

converges toward zero (µS˚). Similar comparative statics with respect to the cost of

switching emerge in the Stochastic setting, as well, since increasing c induces a strictly

lower probability of switching for all µt ă µS˚ and a lower cutoff belief µS˚.

Two main differences distinguish optimal behavior in the Stochastic setting from

that of the Deterministic setting. First, since failure does not perfectly reveal incom-

patibility, the predicted probability of switching in the symmetric MPE approximation

necessarily changes across periods (with the players’ common belief) until they suc-

cessfully coordinate. This is unlike behavior in the Deterministic setting, where players

update their belief to µ “ 0 following failure in period 0 and switch with probabil-

ity sp0q until they achieve success. Second, provided that expected period-benefits

for compatible platforms are identical in the two settings and c ą 0, at a given µt,

players optimally switch with lower probability in the Stochastic setting, where this

relationship is strict for all µt ă mintµD˚, µS˚u.

B Approximation Method for Stochastic Setting, µ P p0, 1q

In this section, we describe our approximation method for computing the equilibrium

probability of switching sS˚pµtq in the Stochastic setting, where p P p0, 1q. As in the

Deterministic setting, we conjecture that there exists a symmetric MPE in which both

players choose Switch with some probability spµtq P p0, 1q for µt ă µS˚ and choose

Remain with certainty for µt ě µS˚. Recall that the general form of the players’

49



continuation value V pµtq is written as

V pµtq “ 2stp1´ stq

"

pp1´ µtq

ˆ

yH ` δV p1q

˙

` p1´ pp1´ µtqq

ˆ

yL ` δV ´
˙*

` p1´ 2stp1´ stqq

"

pµt

ˆ

yH ` δV p1q

˙

` p1´ pµtq

ˆ

yL ` δV `
˙*

´ stc.

For the above candidate equilibrium, this expression can be simplified based on

whether µt lies above or below the cutoff belief µS˚. That is, for µt ě µS˚,

V pµtq “ pµt

ˆ

yH ` δV p1q

˙

` p1´ pµtq

ˆ

yL ` δV `
˙

,

while for µt ă µS˚,

V pµtq “
1

2

"

pyH ` p2´ pqyL ´ c` δ

„

pV p1q ` p1´ pp1´ µtqqV
´
` p1´ pµtqV

`

*

.

However, because there are infinitely many possible values of belief µt, we are unable

to solve the above system of continuation values analytically for a closed-form solution.

Moreover, in the absence of a closed-form expression for spµtq, we cannot explicitly

calculate the equilibrium cutoff belief µS˚. As a result, we develop a procedure to

approximate the probability of switching sS˚pµtq. We utilize a “guess and check”

method with initial cutoff guess µS “ 1
2

and verify that our resulting approximation

satisfies the axioms of probability, repeating the process with a new (lower) cutoff

guess if necessary.45 Below are the details of our procedure.

1. Let µ0 PM :“

ˆ

µpkq

˙

kPZ
, where µpkq “ p1´pqk

1`p1´pqk
.

Define M to be the set containing all beliefs of the form µpkq “ p1´pqk

1`p1´pqk
for all

k P Z. Clearly, µpk “ 0q “ 1{2 P M . Furthermore, if µt P M , then µt`1 P M

following a failure, irrespective of the actions chosen by the players. That is,

µ` PM and µ´ PM .

This is a direct result of Bayes’ rule. In particular, given κ P Z and µpκq “
p1´pqκ

1`p1´pqκ
,

µ`pκq “
µpκqp1´ pq

1´ pµpκq
“

p1´ pqκ`1

1` p1´ pqκ`1

and

µ´pκq “
p1´ µpκqqp1´ pq

1´ pp1´ µpκqq
“

p1´ pq1´κ

1` p1´ pq1´κ
.

Let µ0 P M , which guarantees that either µt “ 0, µt “ 1, or µt P M for all

t ą 0.46

45Our initial guess µS “ 1
2 is informed by the players’ optimality condition. Since Λp 12 q “ 0,

Switch is strictly dominated by Remain at this belief for c ą 0.
46In our experiment, we induce µ0 “ 1{3, which is µpk “ 1q for p “ 0.5.
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2. Fix µpk˚q PM such that µ`pk˚q « 0.

Fixing a belief threshold µ ą 0, we can solve for k that satisfies µ “ p1´pqk

1`p1´pqk
:

µ “
p1´ pqk

1` p1´ pqk
ðñ k “

ln

ˆ

µ

1´µ

˙

lnp1´ pq

This gives us the number of consecutive failures (yL) following ai “ aj required

for µ “ 1{2 to deteriorate to exactly µ. In general, k is not an integer, so define

k˚ ” rks. For µ sufficiently close to 0, it follows that µ`pk˚q « 0. Thus, in our

procedure, we designate µpk˚q as the belief that goes to µ “ 0 following ai “ aj

and yL. Note that µ´pk˚q “ µp1´ k˚q “ p1´pq1´k˚

1`p1´pq1´k˚ .

3. Equipped with initial guess µS, construct set

ˆ

V pµpkqq

˙k˚

k“1´k˚

and solve

as a system of simultaneous linear equations.

Recall that our candidate equilibrium prescribes choosing Switch with some

probability spµtq P p0, 1q for all µt ă µS and choosing Remain with certainty

for all µt ě µS. Given µS, we construct the continuation value V pµpkqq for each

µpkq, k “ 1´k˚, ..., k˚, by imposing our candidate equilibrium structure. The set

of continuation values

ˆ

V pµpkqq

˙k˚

k“1´k˚

is a system of 2k˚ simultaneous linear

equations in 2k˚ unknowns that can be easily solved.

4. Compute sp0q, sp1q, and

ˆ

spµpkqq

˙k˚

k“1´k˚

.

As noted in Section A.5, for µt ă µS, the candidate equilibrium probability of

switching is

spµtq “
1

2

"

1´
c

Λpµtq

*

, (B.1)

where Λpµtq “ pp1´2µtqpy
H ´yLq` δ

„

pp1´2µtqV p1q`p1´pp1´µtqqV
´´p1´

pµtqV
`



. For µt ě µS, the candidate equilibrium prescribes play of Remain

with certainty, spµtq “ 0. Using

ˆ

V pµpkqq

˙k˚

k“1´k˚

derived from Step 3 and

equation (B.1), along with V p0q and V p1q, we compute the corresponding set of

2k˚ ` 2 switching probabilities.

5. Verify that sp0q, sp1q, and each spµpkqq lie between 0 and 1.

As a final step, we verify that sp0q, sp1q, and each spµpkqq satisfy the axioms

of probability, specifically that each switching probability lies between 0 and

1. If spµpkqq ă 0 for any k, we consider the largest such k and call it k̂. We

then set the proposed equilibrium cutoff belief µS “ µpk̂q and repeat Steps 3–5.
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If spµpkqq P r0, 1s for all k, we have our desired cutoff belief, µS˚ “ µS. The

resulting set of sp0q, sp1q, and

ˆ

spµpkqq

˙k˚

k“1´k˚

constitutes our symmetric MPE

approximation in the Stochastic setting.

Figure B.1 displays the impact of the choice of µ on our prediction. As µ approaches

zero, the predicted set of beliefs grows larger in size, approximating the true (infinite)

set of beliefs in the limit. Here, further decreasing µ results in negligible changes to

the corresponding set of switching rules, which can be seen by comparing Figures B.1a

and B.1b. When µ is relatively far from zero, the predicted set of beliefs is small, and

the corresponding set of switching rules differs more substantially, as shown in Figure

B.1c.
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Figure B.1. Predicted equilibrium switching rules by (common) belief, µt, in the
Stochastic setting.
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C Analysis of Switching Rules and CRT responses

C.1 Deterministic treatments—Known Compatible platforms

While the data provides fairly strong support for the predictions of the model, we

also consider the extent to which individual characteristics are correlated with anoma-

lous switching rule decisions, particularly when the players are on known compatible

platforms (µt “ 1) (i.e., what we have called transgressions above). To do so, we con-

struct various measures of cognitive ability (or cognitive process) based on subjects’

responses to the questions on the Cognitive Reflection Task (CRT).

The first approach we pursue relies on evidence of correlation between CRT score

(number of correct responses) and intelligence or cognitive ability (see, e.g., Frederick,

2005; Toplak et al., 2011, 2014). Figure C.1 provides histograms for the number of

correct responses out of the seven CRT questions used in our experiment. For a baseline

classification of cognitive ability, we separate subjects into two types: those with a

high CRT score (4–7 correct responses) and those with a low CRT score (0–3 correct

responses). In Figure C.2, we compare the mean switching rules for subjects of each

type, in each treatment, when they are on known compatible platforms (left panel) and

provide a scatterplot of the subject-level means (right panel). Both panels illustrate

a clear pattern in D10 and D30; subjects with high cognitive ability (measured as a

higher score on the CRT questions) chose substantially lower switching rules while on

compatible platforms than did subjects with lower scores. In D0, there is no apparent

difference based on CRT score, although the relatively smaller number of observations

may be influenced partly by one of the outliers.

Result 11. Subjects with a higher score on the CRT questions (CRT-High) chose

lower switching rules when on compatible platforms in D10 and D30.

A case can also be made for classifying subjects into one of three types, corre-

sponding to the types of answers they provided to the CRT questions. At first, we

restrict attention to the three original CRT questions (Q5–7 in our task). We classify

subjects as Reflective if they answered two or more of the three questions correctly

(thereby overcoming the instinctive, or intuitive incorrect response); as Impulsive if

they answered two or more of the questions with the intuitive incorrect response; and

as Other if they fit into neither of the other two categories. A comparison of the

mean switching rule on compatible platforms by CRT-type is provided in Figure C.3

in Appendix D. It shows few differences, on average, in D0 and D10, but significantly

higher switching rules by the Impulsive type in D30.

Adjusting the classification to include all seven of the CRT questions, we classify

a subject as Reflective if they provide at least four correct answers, and as Impulsive

if they provide at least four intuitive incorrect answers, with the remaining subjects

classified as Other. Across all three treatments, the fraction of observations coming

from each type is quite similar (no less than 25.9% and no more than 44.8% of the

observations for any one category in a given treatment).47 With this classification,

47Furthermore, the distribution of types is as follows, with R denoting Reflective, I denoting Im-
pulsive, and O denoting Other; (12R, 8I, 8O) in D0, (15R, 14I, 19O) in D10, and (21R, 19I, 14O) in
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Figure C.1. Histograms of CRT score (number of correct responses out of seven ques-
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Figure C.2. Switching rules on compatible platforms, separated by subjects’ cognitive
ability (CRT-High vs. CRT-Low).

the mean switching rules for Reflective types are significantly lower than for Impul-

sive types in D10 and D30 (see Figure C.4).48 Altogether, we find some correlation

D30.
48Interestingly, the opposite is true in the D0 treatment, although in this case, the mean switching

rule by players classified as Other is by far the highest.
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between subjects’ responses to the CRT questions and their propensity to choose pos-

itive switching rules even when they are on commonly known compatible platforms,

especially in the treatments with costly switching, D10 and D30.
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Figure C.3. Mean switching rule by CRT type (Reflective, Impulsive, or Other) in the
D treatments, when on compatible platforms (µt “ 1).
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Figure C.4. Mean switching rule by CRT-7 type (Reflective, Impulsive, or Other) in
the D treatments, when on compatible platforms (µt “ 1).

Result 12. Reflective types chose lower switching rules than Impulsive types when on

compatible platforms in D10 and D30.
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Figure C.5. Switching rules on known compatible platforms, separated by subjects’
cognitive ability (CRT-High vs. CRT-Low).

C.2 Stochastic treatments—Known Compatible platforms

We examine the same correlations between switching rules at µt “ 1 and responses

to the CRT questions in the Stochastic treatments, using the same classification pro-

cedures introduced above. First, separating subjects into two categories—CRT-High

(4–7 correct) and CRT-Low (0–3 correct)—Figure C.5a illustrates that we observe a

higher mean switching rule (at µt “ 1) by CRT-Low subjects in all three S treatments.

Figure C.5b provides a scatterplot of the subject-level means, in further support of

these differences.

If we instead classify subjects into one of the three CRT-types, Reflective, Impulsive,

or Other (whether we use only the three original CRT questions, or all seven questions),

we also find that Impulsive types have a higher mean switching rule than the other

types at µt “ 1, in all three S treatments (see Figure C.6a and Figure C.6b). Thus, as

we found with the D treatments, there is some correlation between subjects’ cognitive

ability and their propensity to choose positive switching rules when they are on known

compatible platforms.

Result 13. In the Stochastic setting, when players are on known compatible plat-

forms,

(a) CRT-High subjects choose lower switching rules than CRT-Low subjects in all

3 treatments;

(b) Impulsive types choose higher switching rules than the Reflective or Other types

in all 3 treatments.
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D Additional Figures
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Figure D.1. Histogram of mean first-period switching rules by treatment.
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Notes: Hollow markers indicate corresponding equilibrium point predictions.
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E Additional Experimental Tasks

E.1 Allocation Game

In Part 1 of our experiment, we implemented the Allocation Game of Tergiman and

Villeval (2021). Table E.1 shows payoffs for each of the fifteen decision rounds in the

Allocation Game. All participants completed Rounds 1-15 in the order shown below,

making each decision between Option 1 and Option 2 in the role of a Participant X. At

the end of the experiment, participants were informed of their randomly assigned role

(either Participant X or Participant Y), the round randomly chosen for payment, the

option selected by the Participant X in their pair for that round, and their resulting

earnings from that decision. Payoffs were converted from points to U.S. dollars at the

rate of 60 points = $1.

Table E.1. Allocation Game (Tergiman and Villeval, 2021)

Round Option 1 Option 2

1 (30,100) (100,30)

2 (0,0) (40,30)

3 (30,30) (60,60)

4 (80,60) (70,100)

5 (100,30) (30,230)

6 (70,60) (90,80)

7 (100,30) (300,230)

8 (70,60) (90,50)

9 (30,30) (30,300)

10 (60,50) (90,40)

11 (100,30) (30,230)

12 (230,30) (100,230)

13 (60,60) (50,20)

14 (230,230) (300,230)

15 (60,70) (50,20)

Note: Payoffs are denoted in points, with each pair of the form (Participant X, Participant Y).
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E.2 CRT Questions

Part 2 of our experiment consisted of seven CRT-style questions.49 These questions

appeared in the order shown below for all participants, the time limit was 30 seconds

per question, and participants earned $0.80 per correct answer. Participants were

informed of their earnings from Part 2 only at the end of the experiment.

1. A man buys a pig for $60, sells it for $70, buys it back for $80, and sells it finally

for $90. How much money has he made? dollars

– Intuitive/incorrect answer: 10, Correct answer: 20

2. A farmer makes 4 piles of hay in one corner of a field and 5 other piles in another

corner. If he merges them, how many piles will he have?

– Intuitive/incorrect answer: 9, Correct answer: 1

3. Emily’s father has three daughters. The first two are named April and May.

What is the third daughter’s name?

– Intuitive/incorrect answer: June, Correct answer: Emily

4. If you’re running a race and you pass the person in second place, what place are

you in? (Please enter 1, 2, 3, or 4)

– Intuitive/incorrect answer: 1, Correct answer: 2

5. In a lake, there is a patch of lily pads. Every day, the patch doubles in size. If

it takes 48 days to cover the entire lake, how long would it take for the patch to

cover half of the lake? days

– Intuitive/incorrect answer: 24, Correct answer: 47

6. If it takes 5 machines 5 minutes to make 5 widgets, how long would it take 100

machines to make 100 widgets? minutes

– Intuitive/incorrect answer: 100, Correct answer: 5

7. A bat and a ball cost $1.10 in total. The bat costs $1.00 more than the ball.

How much does the ball cost? cents

– Intuitive/incorrect answer: 10, Correct answer: 5

49All of the questions were taken from previous CRT studies: Question 1 from Toplak et al. (2014),
Question 2 from Oldrati et al. (2016), Questions 3 and 4 from Thomson and Oppenheimer (2016),
and Questions 5–7 from Frederick (2005).
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F Sample Experimental Instructions (S30)

Thank you for participating in today’s experiment. I will read through the instructions

for each screen to ensure that everyone receives the same information. Please use the

chat window in Zoom to ask any questions.

For participating and completing today’s experiment, you will receive the partici-

pation fee of $10. In addition, during the experiment, you will have the opportunity to

earn more money. Your additional earnings will depend on your decision and the deci-

sions of other participants. At the end of the experiment, you will have the option to

request payment by Venmo or by check (which will be mailed to you after you provide

a mailing address). No other participant will be informed about your payment.

Please make certain that you have a stable internet connection before beginning

today’s experiment. It will be very difficult to complete the experiment if you have

a spotty connection, and you will disrupt the experiment for everyone else. If your

connection drops during the session, please contact us at (850) 629-8906 for

help with reconnecting. You should write this phone number down now,

so that you have it handy if you are disconnected.

Please do not engage in disruptive behavior during the experiment. If you engage

in disruptive behavior, you will receive a warning and, upon a second incident, be

removed from the session. If you are removed, you will forfeit the $10 participation

fee as well as earnings from the remainder of the experiment.

Specifically, please pay attention and make decisions in a timely fashion; please do

not try to communicate with other participants during the experiment; please do not

use your smartphone (or similar electronic device) during the experiment except to

call us with questions; and please do not open any additional windows or apps during

the experiment.

There are multiple parts in the experiment. Part 1 will be described

next. Other parts will be described after you have completed Part 1.

Part 1 (Allocation Game) Instructions

This part is independent of the other parts. It consists of 15 rounds of decisions. In

this part, there are two roles: participant X and participant Y. There are an equal

number of participants X and participants Y.

At the beginning of each round, the program randomly pairs up each participant

X with a new participant Y. The payoff for each participant in a pair is determined

solely by the decision of participant X.

Before the first round, the program will randomly assign you to one of the two roles

for the entire part. However, you will only be informed of your role assignment at

the end of the experiment. Instead, you will all make decisions in the role of a

participant X.

If you learn at the end of the session that the program has assigned you to the role

of a participant Y, none of the decisions you have made will count for this part. Your

decisions will count only if the program has assigned you to the role of a participant

X.
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In each round, in the role of participant X, you have to choose between two payoff

options for you and for participant Y. For instance, an example of the choices presented

to you (different from the actual choices) is shown below.

Option 1 Option 2

X Y X Y

Payoff 50 100 Payoff 100 80

In this example, Option 1 pays you (as participant X) 50 points and pays 100

points to participant Y, while Option 2 pays you 100 points and pays 80 points to

participant Y. In each round, you will make the same type of decision between two

options.

Once you have made your decisions in all rounds, one round will be randomly

drawn for payment by the program. You will be informed about which round is drawn

for payment at the end of the experiment. Then, based on your actual role assignment,

your decision (if you are participant X) or the decision made by the other participant

with whom you are paired in this round (if you are participant Y) will determine your

payoff for this part. Points will be converted into US dollars at the exchange rate of

60 points “ $1.

Part 2 (CRT Questions) Instructions

This part is independent of the other parts. In this part, try your best to answer each

of the following 7 questions. You have 30 seconds for each question and you will earn

$0.80 for every correct answer at the end of the experiment.

If the answer is a number, please type the number, for example “7” instead of

“seven.”

Part 3 (Coordination Game, S30) Instructions

Screen 1. Here are the instructions for Part 3. Part 3 consists of a series of 5

separate matches. In each match, you are randomly and anonymously paired with 1

other participant in this session. Pairs are randomly redrawn between matches. One

of these matches will be randomly selected for payment at the end of the

experiment - each match being equally likely.

The diagram here shows the structure of Part 3. First, pairs are drawn randomly,

then you will play Match 1. After completing Match 1, pairs will be redrawn, again at

random, and you will play Match 2. Before each new match, pairs will be randomly

redrawn.

At no point will you have any information about the identity of the person you are

paired with.

Screen 2. So, a match is between you and one anonymous other person. Each of

you has two possible color platforms - you can see on the diagram in front of you, one

person’s color platform will be either green or purple, while the other person’s color
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Figure F.5. Part 3 Instructions, Screen 1.

platform will be either orange or blue.

Figure F.6. Part 3 Instructions, Screen 2.

Screen 3. Different combinations of these platforms generate different benefits. There

are two cases, the first of which is summarized in table form below. So we will call

this Case 1.
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In Case 1, the combination of a green platform for one person and a blue platform

for the other generates a 50% chance of a benefit of 260 for each person and a 50%

chance of a benefit of 120 for each. Likewise, a combination of purple for one person

and orange for the other also generates a 50% chance of a benefit of 260 for each person

and a 50% chance of a benefit of 120 for each. The other combinations, green with

orange, or purple with blue, always generate the lower benefit of 120 for each person.

In this case, we refer to green and blue as compatible, and we refer to purple and

orange as compatible, since those pairings generate a 50% chance of the higher benefit

of 260 for each person.

Figure F.7. Part 3 Instructions, Screen 3.

Screen 4. In the second case, shown on the right, the combinations of color platforms

that are compatible have switched. That is, in this case, a combination of green for one

person and orange for the other person generates a 50% chance of a benefit of 260 for

each person and a 50% chance of a benefit of 120 for each. Likewise, for a combination

of purple for one person and blue for the other. The remaining combinations, which

are green with blue, or purple with orange, always generate the lower benefit of 120

for each person.

So, in this second case, we refer to green and orange as compatible, and we refer

to purple and blue as compatible.

These are the two possible cases. Before each match, the program will randomly

select one of these, Case 1 or Case 2, for the entire match. Thus, the selected case

will not change between periods within a match, but may change between matches.

Throughout the experiment, neither you nor the other person will ever be told which

case was selected.
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Figure F.8. Part 3 Instructions, Screen 4.

Screen 5. Each match consists of a sequence of periods. Before period 1, you and

the other person are each assigned an initial color platform. Note that only you can

observe your own initial platform. The initial platforms assigned to you and the other

person have a 1 in 3 (33.33%) chance of being compatible.

Suppose that the compatible platforms, as shown on the left, are green with blue,

and purple with orange. Reminder: in the experiment, you won’t be told that these

are the color platforms that are compatible. However, in order to illustrate how the

initial platforms are determined, you can see this information for the current example.

Moreover, throughout the instructions, any information that is not observed during

the experiment will be shown inside brackets, as it is here.

So, for this example, if you are assigned an initial platform of green, then there

is a one in three chance that the other person is assigned an initial platform of blue

(which is the compatible platform for green), and a 2 in 3 chance the other person is

assigned an initial platform of orange.

If instead you are assigned an initial platform of purple, then there is a 1 in 3

chance that the other person is assigned an initial platform of orange (which is the

compatible platform for purple), and a 2 in 3 chance the other person is assigned an

initial platform of blue.

Once again, in the experiment, you will not be told which platforms are compatible

and you will not be told the other person’s platform at any point.

Screen 6. To make this clear, on this screen, we’ve replaced the other person’s color

platforms with question marks in the table and updated what you can infer based on

your own initial platform. If you are assigned to green, then there is a 1 in 3 chance

that the other person is assigned to the color platform compatible with green, and a
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Figure F.9. Part 3 Instructions, Screen 5.

2 in 3 chance that they are not. If you are assigned to purple, then there is a 1 in 3

chance that the other person is assigned to the color platform compatible with purple,

and a 2 in 3 chance that they are not.

Figure F.10. Part 3 Instructions, Screen 6.

Screen 7. In each period, you will decide on an action. Your decision will determine

whether you remain on your current platform or switch to the other platform. You
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can see the two options here. Remain, which is shaded in white, has a cost equal to

0. Switch, which is shaded in yellow, has a cost equal to 30 points.

Your Payoff in each period is equal to Your Benefit minus Your Cost for that period.

In the diagram below, you can see a timeline of how the match progresses. At the

beginning of the match, each of you will be assigned initial platforms. Only you observe

your own initial platform. You then make decisions that determine your actions, and

based on your initial platforms, your actions will determine updated platforms. That

is, if your action is Remain, your updated platform will be the same as your initial

platform, while if your action is Switch, your updated platform will switch from your

initial platform to the other color platform.

Once the platforms are updated, your payoff will be determined, based on the

benefit generated by the updated platforms and the cost of your own action. At the

end of the period, the updated platforms will become the current platforms at the

beginning of the next period.

In period 2, and in every subsequent period, everything progresses in the same way,

with the updated platforms at the end of a period becoming the current platforms at

the beginning of the next period.

Figure F.11. Part 3 Instructions, Screen 7.

Screen 8. To help illustrate further, we’re now going to explain some payoff ex-

amples. We’ll begin by setting up a scenario in place at the beginning of a period.

Once again, things that are shown in brackets represent things that you will not be

told during the experiment. However, we show them to you for the purposes of the

example so that you can understand the way payoffs are determined.

So consider the scenario shown on the left side of the screen. Suppose you are

assigned to the initial platform of purple, or that your current platform (in periods
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after the first) is purple. Likewise, suppose the other person’s initial or current platform

is orange. Remember, you will not be told that this is their platform.

In addition, suppose that the program determined that the compatible platforms

for this match are purple with blue and green with orange. Again, you would not

know that these are the compatible platforms during the experiment. The resulting

benefits generated by different combinations of platforms are shown in the table.

Figure F.12. Part 3 Instructions, Screen 8.

Screen 9. Consider Example 1 here. Suppose your action is remain, and the other

person’s action is remain. Note that each person observes both actions, but only after

both decisions have been made.

Then your own updated platform will remain purple, the same as your current

platform. The other person’s updated platform will remain orange. So while you

would be told that the other person’s action was remain, you would still not be told

which color platform they remain on.

Based on the updated platforms, the program would determine the benefits from

the table in the bottom left. For this combination of updated platforms, purple and

orange, which is outlined in red, the benefits are 120 points each. That is, purple and

orange are not compatible.

Furthermore, since each person’s action was remain, each person pays a cost equal

to 0. Then, your payoff in this period would be your benefit, 120, minus your cost, 0,

for a period payoff of 120. Likewise, the other person’s payoff would be the benefit,

120, minus their cost, 0, for a period payoff of 120 as well.
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Figure F.13. Part 3 Instructions, Screen 9.

Screen 10. Next, consider Example 2. The setup shown on the left hand side is the

same as for the last example. In this case, suppose your action is switch, while the

other person’s action is remain. Again, these actions are shown to both you and the

other person.

Your updated platform will switch from purple to green. The other person’s up-

dated platform will remain orange.

Since these are compatible platforms, the benefit has a 50% chance of being 260

points for each of you, and a 50% chance of being 120 points for each of you.

Your payoff in this period would be your benefit minus your cost, which is 30

points in this case, since your action was switch. The other person’s payoff would be

the benefit minus their cost, which is 0 in this case, since their action was remain.

Thus, there is a 50% chance that your payoff is 260 minus 30 , or 230 points, and the

other person’s payoff is 260 minus 0, or 260 points; and there is a 50% chance that

your payoff is 120 minus 30 , or 90 points, and the other person’s payoff is 120 - 0, or

120 points.

Note that the benefit from compatible platforms need not be the same in different

periods. That is, in each period, compatible platforms have the same 50% chance of

260 each and 50% chance of 120 each; you can think of this in terms of coin flips –

even if the coin flip generates a benefit of 260 each in one period, if the platforms in

the next period are still compatible, there is a new coin flip which may result in 260

for each or 120 for each.

Screen 11. Finally, consider Example 3. Again, the setup shown on the left hand

side is the same as for the other two examples. In this case, suppose your action is

switch, and the other person’s action is switch.
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Figure F.14. Part 3 Instructions, Screen 10.

Then your own updated platform will switch from purple to green. The other

person’s updated platform will switch from orange to blue.

The updated platforms, green and blue, are not compatible, so the benefits would

be 120 points for each person (outlined in red). Furthermore, since each person’s

action was switch, each person pays a cost equal to 30 points. Thus, your payoff in

this period would be your benefit, 120, minus your cost, 30 , for a period payoff of 90

points. Likewise, the other person’s payoff would be the benefit, 120, minus their cost,

30 , for a period payoff of 90 points as well.

On the next page, you’ll see a few quiz questions to answer regarding the calcula-

tion of payoffs in another example similar to these.

Screen 12 (Quiz 1). For these questions, you can refer to the setup shown on the

left side of the screen. That is, suppose your current platform is blue. The other

person’s current platform is green.

In the bottom left, you can see that the program selected the case where blue and

purple are compatible and where green and orange are compatible.

Screen 13 (Quiz 1 Answers). Let’s quickly review the answers to each question.

First, during the experiment, you will not be told the other person’s platform.

Second, since you started on Blue and your action was Remain, your updated

platform is also Blue. The other person started on Green and their action was Switch,

so their updated platform would be Purple.

Then, based on the updated platforms, the program would determine the benefit.

From the table, it’s a 50% chance of 260 each and a 50% chance of 120 each. Since
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Figure F.15. Part 3 Instructions, Screen 11.

Figure F.16. Part 3 Instructions, Screen 12.

your action was Remain, you do not pay a cost, so the benefit is also your payoff.

For the other person, the same applies for the benefit, but since their action was

Switch, they pay the cost of 30 points, which is why their payoff is a 50% chance of

230 points and a 50% chance of 90 points.

Screen 14. Next, let’s explain how you make a decision. On the screen you can see

a partial screenshot of what you will be shown when you are asked to make a decision.
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Figure F.17. Part 3 Instructions, Screen 13.

On the left hand side, you can see a table describing the possible benefits with the

other person’s possible platforms replaced by question marks.

You make your decision on the right part of the screen. You can do so in a

couple of ways. First, if you want to SWITCH, you can click on the SWITCH button

(highlighted in yellow). After you click on the SWITCH button, all of the numbers in

the 10 by 10 grid on the far right will be highlighted in yellow. Please go ahead and

click the yellow SWITCH button.

If you want to REMAIN on your current platform, you can click on the REMAIN

button (shaded white). After doing so, the numbers in the 10 by 10 grid will be shaded

in white. Go ahead and click the white REMAIN button.

You can also randomize your action using what’s called a switching rule. That

is, you can direct the program to choose SWITCH with some chance and to choose

REMAIN with any leftover chance. In particular, the switching rule works as follows:

First, type in an integer number from 0 to 100 in the entry box and click the gray

button labeled “Update”. In the 10 by 10 grid, all of the boxes with numbers less than

or equal to the integer you enter will be highlighted in yellow. All of the boxes with

numbers greater than the integer you enter will remain shaded in white. You can try

this out for yourself on the screen, by entering a number and clicking Update.

A decision is finalized by clicking the red “Confirm” button. After you confirm,

the program will draw a random integer between 1 and 100. If the random integer

is equal to or lower than your switching rule (which means it will be highlighted in

yellow in the grid), then your action will be SWITCH and you will pay the cost. If

the random integer is higher than your switching rule (meaning it is shaded white in

the grid), then your action will be REMAIN and you will not pay the cost.

Thus, the switching rule allows you to specify the number of chances out of 100 with

which you want your action to be SWITCH (and therefore also the leftover number of
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chances out of 100 with which you want your action to be REMAIN).

Before you click the Confirm button, make sure that the highlighted boxes in the

10 by 10 grid match your decision. If they do not, you may need to click Update, or

click on the desired Switch or Remain button, before clicking Confirm again.

Please note that you should make and CONFIRM your decision within 30 seconds

in order for the experiment to proceed in a timely fashion. Thus, please pay attention

to the screens and make sure to click the Confirm button when you are done.

Figure F.18. Part 3 Instructions, Screen 14.

Screen 15. Here is an example of how the switching rule works. Suppose you select

a switching rule of 73. This randomizes your decision so that your action has a 73%

chance (i.e., 73 chances out of 100) of being SWITCH, and a 27% chance (i.e., 27

chances out of 100) of being REMAIN.

Given this example, if the random integer drawn by the program were 43, your

action would be SWITCH (and you would pay the cost), since 43 is less than 73 (and

so would be shaded yellow). If the random integer drawn by the program were 76,

your action would be REMAIN (and you would not pay any cost), since 76 is greater

than 73 (and would be shaded white).

If you haven’t already, you can enter your own example Switching Rule and see the

grid update, as well as an explanation of the chances for each action under that rule.

Make sure to click the gray update button after entering a switching rule so that the

grid updates before clicking Confirm.

Finally, note that clicking the SWITCH button is exactly the same as entering a

switching rule equal to 100, since both will lead to the action SWITCH for certain.

Likewise, clicking the REMAIN button is the same as entering a switching rule equal
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to 0, since both will lead to the action REMAIN for certain.

Figure F.19. Part 3 Instructions, Screen 15.

Screen 16. Next, we turn to the length and timing of a match.

The number of periods in each match is randomly determined, according to the

following procedure. At the end of each period, there is a 9 out of 10 or 90% chance

that the match will continue for at least another period. However, if the match ends

before 10 periods have been completed, (i) you will not be told right away, and (ii)

you will continue making decisions through Period 10.

For example, take a look at the Match length example 1 at the bottom of the

screen. Each circle represents a period, numbered from 1 to 10. In this example, the

match ended after period 5; thus, the first 5 circles are white, and the circles from 6 to

10 are shaded gray. That is, after each period, there was a 9 out of 10 chance that the

match would continue, and it did up until after period 5, when it ended. Nevertheless,

even though the match ended after period 5, you would not be told right away, and

you would continue to make decisions through period 10.

After period 10, you will be told whether the match has already ended and, if so,

after which period. Your total payoff for the match is the sum of payoffs from all

periods before the match ends. Thus, payoffs from any decisions made after the match

ended will not count.

So, in the example at the bottom of the screen, you would not be told until after

period 10 that the match ended after period 5. Furthermore, your total payoff for

the match would be the sum of your payoffs from periods 1 through 5 only. That is,

periods 6 through 10 would not be counted toward your match payoffs.

If the match has not ended after 10 periods, you will be told and then you will

continue making decisions 1 period at a time, until the match ends.
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Figure F.20. Part 3 Instructions, Screen 16.

Screen 17. To see this, consider the match length example 2 at the bottom of this

screen. In this example, the match did not end until after period 12. Thus, in the

first 10 periods, after each period, there was a 9 out of 10 chance the match would

continue, and each time, it did. After period 10, you would be told that the match

had not yet ended, and you would continue on to period 11.

After period 11, there was again a 9 out of 10 chance the match would continue

and it did. You would be told that the match did not end, and you would continue

on to period 12. After period 12, there was again a 9 out of 10 chance the match

would continue, but it did not. You would be told that the match ended, and no more

decisions would be made.

In this example, your total payoff for the match would be the sum of your payoffs

from all 12 periods.

Screen 18. On this screen, you can see some sample match lengths that were pre-

drawn according to the procedure described on the previous page. Using a computer

to roll a virtual 10-sided die, the match length equals the number of rolls it takes to

roll a 10. If the die roll is 1 through 9, the computer would roll again. Once a 10 is

rolled, the count stops and the number of rolls is the match length.

We did this 50 times and plotted a bar graph to show you a sample sequence of

the resulting match lengths.

For perspective, in large samples of these match lengths, the expected average

match length, given the 90% chance of continuing after each period, is equal to 10.
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Figure F.21. Part 3 Instructions, Screen 17.

Figure F.22. Part 3 Instructions, Screen 18.

Screen 19 (Quiz 2). On this screen there are a couple of questions about the num-

ber of periods and the timing of a match. Please answer each question.

Screen 20 (Quiz 2 Answers). Again, let’s briefly review the answers. For the first

part, even though the match ended after period 7, you would not find out until after

Period 10. You will make decisions in 10 periods. However, only your payoffs from

the first 7 periods will count towards the payoff for the match.
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Figure F.23. Part 3 Instructions, Screen 19.

For the second case, the match ended after period 15. You would make decisions

in 15 periods. You would find out after period 15 that the match ended and your total

payoff will be the sum of the payoffs from all 15 periods.

Figure F.24. Part 3 Instructions, Screen 20.

Screen 21. Next we have an example screenshot of the feedback you will see at the

end of each period, including the history panel shown at the bottom of the screen.
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On the left side, you can see the table summarizing the possible benefits alongside

your two possible platforms. On the right side is the feedback that you will see after

decisions have been made.

You will be shown Your Action - in this case, it was SWITCH - and Your Updated

Platform - which in this case was Orange. You will also be shown the other person’s

action - in this case, it was REMAIN - but not their updated platform.

Note also that the feedback only shows the actions, but does not report any switch-

ing rules that were used by either person. Thus, if you used a switching rule to de-

termine your action, the other person will not know, and if the other person used a

switching rule to determine their action, you will not know.

In the example shown here, Your Benefit is reported as 260. Given your updated

platform is Orange, this allows you to infer that the other person’s updated platform

is the one that is compatible with Orange, since that is the only way to obtain the

higher benefit of 260 if you are on Orange. If, instead, the reported benefit were 120,

you might not necessarily know if the other person’s updated platform is compatible

with Orange or not, since the lower benefit of 120 is possible in either case.

For this example, Your Benefit is 260, Your Cost is 30 , since your action was

SWITCH, and thus, your payoff for the period is 230 points. All of this information

is listed in the history panel at the bottom of the screen. As a match progresses, you

will see the history panel throughout all stages of each period.

Below the feedback, there is also a reminder box. Here, during the first 10 periods,

you’ll be reminded that only after Period 10 will you learn whether or not the match

has ended. Then, after period 10, this is also where you will see the information about

whether the match has ended after each subsequent period, if applicable.

Below that is a reminder is that after each period, if the match has not yet ended,

there is a 90% (or 9 out of 10) chance that the match will continue for at least another

period. And the third reminder is that you are paired with the same other person for

all decisions in the current match.

Screen 22. Here is a final summary before we begin Part 3.

Please note that points from the randomly selected match for your payment will be

converted to dollars at the rate 180 points equals $1. Please take a moment to browse

the other bullet points.

Finally, if you are disconnected at any point, please contact us at the number (850)

629-8906. Again, if you did not already write it down, please do so now. We ask that

you remain attentive throughout the experiment, and please make your decisions in a

timely fashion.
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Figure F.25. Part 3 Instructions, Screen 21.

Figure F.26. Part 3 Instructions, Screen 22.
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