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Abstract 

Data quality issues can significantly hinder research reproducibility, data sharing, and reuse. At the forefront of 
addressing data quality issues are research data repositories (RDRs). This study conducted a systematic analysis 
of data quality assurance (DQA) practices in RDRs, guided by activity theory and data quality literature, 
resulting in conceptualizing a data quality assurance model (DQAM) for RDRs. DQAM outlines a DQA 
process comprising evaluation, intervention, and communication activities and categorizes 17 quality 
dimensions into intrinsic and product-level data quality. It also details specific improvement actions for data 
products and identifies the essential roles, skills, standards, and tools for DQA in RDRs. By comparing DQAM 
with existing DQA models, the study highlights its potential to improve these models by adding a specific DQA 
activity structure. The theoretical implication of the study is a systematic conceptualization of DQA work in 
RDRs that is grounded in a comprehensive analysis of the literature and offers a refined conceptualization of 
DQA integration into broader frameworks of RDR evaluation. In practice, DQAM can inform the design and 
development of DQA workflows and tools. As a future research direction, the study suggests applying and 
evaluating DQAM across various domains to validate and refine this model further. 

 

1. Introduction 

Ethical implications of data quality are undeniable. The quality of data and information affects our decision-
making, the outcomes of our activities, and, by extension, our wellbeing and reputation (Mason, 1986). As such, 
maintaining high-quality data is a critical component of any data management workflow. The contexts of data 
quality assurance (DQA) actions encompass a wide range, including but not limited to quality checks and 
improvements carried out by data curators and repository managers, data cleaning by researchers and students 
for academic projects or in DQA hackathons, assessing dataset quality for AI training or the credibility of AI 
applications, or in policy and business strategizing (Gururangan et al., 2022; Scheuerman et al., 2021; Schwabe 
et al., 2024).  

Significant investments are being made by universities and national research laboratories to establish robust, 
secure systems for managing the digital research data of their faculty, researchers, and students. These 
initiatives are driven by the researchers' need for data preservation and dissemination (NASEM, 2020; Tenopir 
et al., 2020), along with mandates from governmental funding entities that require public sharing of data to 
benefit the public, support research and teaching, and enhance research reproducibility (NASEM, 2019, 2020; 
Nelson, 2022; NSTC, 2022). Additionally, compliance with federal and state regulations and laws necessitates 
ensuring data quality and safeguarding privacy (Barrett, 2019; U.S. Congress, 2002). Some institutions also aim 
to track and analyze the impact of data produced by their faculty for promotion and tenure decisions (Lyon, 
2012). However, sharing and reusing data are often hindered by concerns about data quality. Data owners may 
worry about the adequacy of documentation of their data and its potential misuse and misinterpretation by users 
(Tenopir et al., 2015; Stvilia et al., 2015). Conversely, users seek data that is useful and accurately and 
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completely represents the studied phenomena (Boyd & Crawford, 2012; Ng, 2021). Moreover, data is often 
collected for specific purposes, and without sufficient metadata and explanation, determining those original 
purposes can be challenging, limiting its further use (Swarup et al., 2018). 

One of the main distribution channels of research data is research data repositories (RDRs) operated by research 
universities, national research labs, and research consortia and networks. In an RDR, DQA is usually a part of 
its data curation process. RDRs and associated communities of practices have developed conceptual models of 
data curation as well as models and tools for DQA and system trustworthiness evaluation (e.g., Ball et al., 2012; 
CoreTrustSeal Standards and Certification Board, 2022; Lacagnina et al., 2022; Peng et al., 2015). In addition, 
RDRs’ DQA practices are often shaped by general quality standards such as ISO 8000, ISO 9000, and ISO 
19157. The academic field, too, has contributed several frameworks and models for information and data 
quality assurance (e.g., Eppler, 2003; Stvilia et al., 2007; Wang & Strong, 1996).  

Furthermore, there is a renewed emphasis on enhancing research data quality, aiming for data to be findable, 
accessible, interoperable, and reusable (FAIR; Wilkinson et al., 2016) in data management and curation 
communities. Studies have assessed how well data repositories adhere to these principles. In addition, there 
have been efforts to refine and expand the FAIR principles to assess specific elements of data repository quality, 
like the quality of services provided, introducing specific metrics and scenarios for their application (Dunning et 
al., 2017; Devaraju & Herterich, 2020; Koers et al., 2020). The emphasis of current FAIR implementations is on 
the quality of metadata, systems, and services. Data quality is often seen as implicitly included within the FAIR 
principles (ECDRI, 2018). While the quality of metadata and system services is essential, it cannot substitute 
for the intrinsic quality of the data itself, a key component of any information system success (DeLone & 
McLean, 2003; Koers et al., 2020). Providing detailed information about a dataset’s quality characteristics, such 
as its accuracy, completeness, and reliability, is crucial for enabling its reuse (Peng et al., 2022; Zhou et al., 
2016). Metrics that inform about missing values, the study sample's representativeness, and the study's and 
dataset’s peer review status help researchers evaluate the dataset for potential reuse. Ultimately, the decision to 
trust and reuse a dataset heavily relies on its quality (Yoon & Lee, 2019). 

Government research agencies and research funding bodies, such as the National Science Foundation (NSF), 
National Institutes of Health (NIH), and National Science and Technology Council (NSTC), emphasize high 
data quality in repositories. Their strategies for obtaining this objective include requiring research projects to 
develop data management plans and endorsing the assessment and certification of RDRs for their reliability and 
utility in data curation and sharing. Specifically, the NSF and NIH mandate that researchers submit data 
management plans to promote data integrity, reproducibility, and high quality metadata (European Commission, 
n.d.; NSF, 2024; NIH, 2024; NSTC, 2022). Additionally, community-based services like CoreTrustSeal 
Certification offer peer evaluations of the human and technical infrastructure of research data repositories, as 
well as their DQA practices, to foster continuous improvements (CTSC, 2022). The European Commission has 
also played an important role in shaping data practices in RDRs by publishing a report on the European strategy 
for data (European Commission, 2020). This strategy emphasizes Europe’s commitment to openness, fairness, 
diversity, democracy, and confidence in data sharing and reuse. The strategy report delves into several critical 
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data quality-related issues that need addressing. These include data interoperability, authenticity, infrastructure, 
technologies, governance, and skills. To tackle these challenges, the European Union (EU) has devised a 
comprehensive framework. This framework aims to strengthen Europe’s capabilities in adhering to FAIR data 
principles. It involves developing robust data infrastructure for hosting, processing, and utilizing data, as well as 
investing in continuous resources and training (European Commission, 2020). 

Thus, RDRs are at the forefront of research data quality activities. Surveying the current landscape of RDRs' 
DQA practices through a theoretical lens of the data quality literature can lead to reusable knowledge about the 
sociotechnical aspects of DQA work associated with this type of information system. Although there have been 
empirical studies of DQA practices in RDRs (e.g., Kindling & Strecker, 2022; Stvilia & Lee, 2024), a 
systematic, comprehensive literature review of RDRs’ DQA practices is lacking. Our study addresses this gap.  

 

2. Research Questions 

Research data curation, which includes DQA, entails a multitude of activities, stakeholders, technologies, 
policies, and standards, making it a complex sociotechnical process. One primary inhibitor of research 
reproducibility and replicability, as well as research data sharing and reuse, is concern about data quality. 
Examining the current landscape of DQA in RDRs is crucial for understanding how RDRs define and ensure 
data quality and what skills RDR staff needs to complete DQA activities. This understanding can inform the 
design and development of new, effective DQA workflows and the evaluation of the existing ones in RDRs. It 
can also facilitate the development of DQA guidelines and training programs for RDR managers and data 
curators. Despite a considerable amount of literature on research data curation, there is a lack of systematic 
literature analysis specifically focused on DQA in RDRs. The recent introduction of laws and regulations 
mandating open access to publicly funded research, as well as ensuring the quality of its data, further 
underscores the importance of such examination. 

This paper addresses this gap by examining the literature on DQA in RDRs for the following research 
questions: 

1. How do RDRs define data quality?  

2. How do RDRs ensure data quality? 

 

3. Design 

The study used a systematic literature review to address the above-defined research questions. To identify 
potential articles for our literature analysis, we searched the Web of Science (WOS). We refined our search 
query iteratively to ensure that it accurately represented our research questions and yielded as many relevant 
articles as possible. The finalized version of the search query was the following: 
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TS (Topic) = ("data quality" AND (data repositories OR database OR data archival systems OR archives)) OR 
AB (Abstract) = ("data quality" AND (data repositories OR database OR data archival systems OR archives)) 

To be included in the study, articles had to meet two additional criteria besides being relevant to the research 
question: they had to be peer-reviewed and published in English between 2013 and 2023. We decided to set the 
temporal scope for our literature review to last 10 years (i.e., 2013 to 2023). Selecting the most recent articles 
for a systematic literature review helps with maintaining the review's relevance and accuracy. Recent articles 
capture the latest findings, methodologies, and theoretical developments, ensuring that the review reflects the 
current, state of the art perspective in the subject area under the examination (Petticrew & Roberts, 2006). At 
the same time, we thought that the 10 year temporal scope of the review was sufficient to provide a thorough 
coverage of most characteristic DQA practices in RDRs. 

The search of the WOS database produced 281 articles, as shown in the PRISMA (Preferred Reporting Items 
for Systematic Reviews and Meta-Analyses) task flow diagram (Page et al., 2021; Figure 1). These articles 
underwent a meticulous manual screening process by two authors to evaluate their relevance to the research 
questions and compliance with the inclusion criteria (see Figure 1). Based on abstracts, the initial screening 
resulted in the shortlisting of 104 articles for further evaluation. Subsequently, these articles underwent a 
rigorous full-text review conducted by the same two authors. Following this second round of screening, a total 
of 45 articles were selected for in-depth content analysis.  

The study used NVivo software to conduct a thematic content analysis of the selected articles. The analysis was 
anchored in a theoretical framework based on activity theory (Kaptelinin & Nardi, 2012) and data quality 
literature. A detailed description of the theoretical framework is presented in the next section of the paper. The 
use of the theoretical framework allowed for a structured and systematic analysis of the literature and 
summarization and interpretation of the analysis findings according to the various codes identified. The first 
step of the content analysis involved developing a set of a priori codes grounded in the theoretical framework 
and research questions. Next, one author iteratively analyzed the content of the collected articles, searching for 
both the a priori and newly emerging themes (Bailey, 1994). 

However, this phase of our literature analysis did not lead to a priori thematic and data saturation (Saunders et 
al., 2018). In particular, the coded content did not fully exemplify the theoretical concepts and relationships 
predicted by the study’s guiding theoretical framework. The concept of saturation in empirical data analysis is 
fluid, as new findings may emerge with additional data sources and/or cases. Hence, saturation determination 
ought to focus on identifying when additional data gathering exhibits 'diminishing return’ and no longer 
contributes significantly to the overarching narrative or theoretical framework (Bailey, 1994; Strauss & Corbin, 
1990). We employed a "snowball" method to broaden our data sample. We utilized references from the articles 
we had already collected and analyzed to find more sources to include in our literature review. This method 
resulted in the addition of 21 articles (see Figure 1). Two authors analyzed half of this extended sample (i.e., 66 
articles) using the coding scheme developed at the initial analysis phase as a starting point. To ensure coding 
reliability, the authors reexamined a random sample of six articles from the coded sample. They discussed the 
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codings of the subsample, identified and resolved differences, and then updated their coding of the rest of the 
articles in the sample accordingly. After completing coding, the study utilized a bottom up, inductive approach 
to integrate thematic codes found within the sample into 13 categories. The categories were in line with the 
research questions and the broad concepts derived from the study's theoretical framework (see Table 1). 

 

 

Figure 1. The sample selection process. 
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Table 1. Major themes of the analysis. 

Major theoretical concepts used to 
define 13 categories of themes 

Theories Examples of the associated code(s) and/or subcodes 

Activity Activity Theory Activities, Conceptualization, Evaluation, Intervention, Communication 

Subject Activity Theory Subject 

Object/Objective Activity Theory, 
DQ Literature 

Objective, Data Quality Definition 

Data types 
 

Data Type 

Metadata types 
 

Metadata Type 

Actions Activity Theory, 
DQ Literature 

Actions, Define DQ, Evaluate DQ, Evaluate MQ, Coordinate DQA, 
Educate DQA, Data Creation Process Improvement, Product Quality 
Control, Rework, Scrap, Improve Design of DQA Activities, Improve 
Quality of DQA Infrastructure, Improve Quality of Staff 

Tools Activity Theory, 
Infrastructure 
Theory 

Tools, DQ Measurement Tools, DQ Intervention Tools, DQ 
Communication Tools 

Community Activity Theory Community, RDR, Organization, Government 

Norms and Rules Activity Theory Rules, Norms, Standards 

Division of Labor, Roles Activity Theory, 
DQ Literature 

Division of Labor, Roles, Provider, Curator, User 

DQ Dimensions DQ Literature, 
D&M Model,  
Mason Model  

Intrinsic Quality Dimensions, Product Level Quality Dimensions 

DQA Strategies, Prioritize DQ Literature DQA Strategies, Prioritize, Prioritize by Current Quality, Prioritize by 
Available Expertise 

Skills Infrastructure 
Theory, DQ 
Literature 

Skills 

 

 

4. Theoretical background and conceptualization of DQA in RDRs 

This literature analysis was informed by activity theory, supplemented with theoretical concepts and models 
drawn from the domains of information quality and information systems. The following section outlines the 
framework and its components. Activity theory presents a general model for understanding the concept of 
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activity. It defines an activity as a relationship between the subject of the activity and the objective it aims to 
achieve, which is mediated by the tools used and the community or organization to which the subject belongs. 
The community or organization mediates the activity's subject through its rules and conventions while at the 
same time mediating the activity's objective through division of labor and associated roles (Kaptelinin & Nardi, 
2012; Figure 2). Infrastructure theory further explains that the tool component of the activity model integrates 
human and technical infrastructures of the activity through the use of standards. Thus, for a tool to effectively 
mediate an activity in an organization, its technical and human components must be well-aligned with each 
other, including the skills of the activity’s participants (Lee et al. 2006; Star & Ruhleder, 1994; Figure 2). 

The data quality literature can provide further specificity for conceptualizing DQA activities in RDRs. In 
particular, it posits DQA as a process of data quality definition, evaluation, and intervention (Stvilia et al., 2007; 
Wang et al., 1998). A general definition of information quality originated from the manufacturing quality 
literature is “fitness for use” (Juran, 1992). This definition has been widely adopted and used for defining 
information or data quality, pointing to the contextual nature of quality evaluation (Lee et al., 2002; Stvilia et 
al., 2007; Wang & Strong, 1996). It is no surprise that many data and information quality evaluation 
frameworks reference the contexts of evaluation when conceptualizing data quality. These contexts can be 
broadly categorized as intrinsic and extrinsic. An example of referencing the intrinsic context of evaluation is 
the intrinsic data quality type proposed by Wang and Strong (1996), which assesses the quality of a data product 
standalone relative to a general, product specific standard or norm. The contextual data quality included in the 
data quality typologies by Wang and Strong (1996) and Stvilia et al. (2007) can serve as an example of 
grounding data quality definitions in the extrinsic context of evaluation. The contextual data quality type can be 
further divided into meeting subjective expectations and objective task or activity specific requirements for 
quality (Eppler, 2003). Furthermore, the quality of data can be evaluated directly by evaluating its content and 
the process of its creation or indirectly based on the reputation of its source and/or the record of its mediation 
(i.e., reputational quality; Stvilia et al., 2007).  

Data quality is a multidimensional concept (Wang & Strong, 1996). That is, data quality can be perceived and 
conceptualized through a set of virtues or components commonly referred to as data dimensions. There have 
been multiple attempts to develop systematic sets of dimensions in the data and information quality literature 
(e.g., Eppler, 2003; Lee et al., 2002; Wang & Strong, 1996). A recent review of data quality evaluation 
frameworks can be found in Cichy and Rass (2019). Many dimension-based conceptualizations of data and 
information quality have been tailored towards the domain of data creation and use or the type of data. For 
instance, for research data, Stvilia et al. (2015) identified 13 dimensions prioritized by condensed matter 
physicists in their perception of data quality. The dimensions ranged from accuracy and reliability to currency 
and simplicity. A study of molecular biology researchers, on the other hand, identified 16 dimensions as 
relevant to their understanding of data quality, ranging from accessibility and accuracy to unbiased and 
understandability (Huang et al., 2012).  

The data quality literature also distinguishes between intrinsic quality characteristics or dimensions and quality 
dimensions emphasized at the product level of data, such as accessibility or ease of understanding (Wang & 
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Strong, 1996; Figure 2). Indeed, the total data quality management (TDQM) approach proposed by Wang et al. 
(1998) stipulates treating and managing datasets as information or data products. This approach includes 
understanding the needs of reusers for data products, managing data products’ production process and their 
lifecycles, and assigning someone to manage them as a product manager. TDQM stipulates that if data is treated 
as a byproduct instead of a product, then ensuring its product level quality might not be prioritized (Wang et al., 
1998). 

The interpretations of the structures of data quality definitions and their operationalizations can be further 
informed by DeLone & McLean's information systems success model (D&M model; DeLone & McLean, 2003) 
and Mason’s ethical dimensions of information technology (Mason, 1986). The D&M model offers a structure 
to evaluate the success of information systems through six constructs, including three quality constructs: system 
quality, information quality, and service quality. For RDRs, this model suggests that RDR managers and 
curators, as well as other stakeholders, may connect an RDR’s DQA specific objective (i.e., serve high quality 
data products) to all three quality related predictors of the RDR’s overall success. That is, according to the 
D&M model, the perception of RDR’s success is shaped by how usable, reliable, fast, and ethical the RDR is to 
its stakeholders and how well it ensures the quality of data it manages and the quality of its services. The latter 
includes the desirable characteristics of the service and support provided by the RDR’s staff, such as technical 
expertise, reliability, responsiveness, and empathy (Petters et al., 2013).  

The system and data quality constructs of the D&M model can be expanded with the Mason model, which 
focuses on the desirable ethical characteristics of successful information systems. It highlights the importance of 
considering privacy, quality, ownership, and accessibility in managing information systems. In the context of 
DQA, this model can help with inferencing the need for RDRs to ensure the intrinsic quality of data while 
respecting the privacy of data subjects, manage data as a product with proper intellectual property rights and 
usage terms, and provide equitable access to data (see Figure 2). 

In a DQA workflow, assessing data quality is typically followed by an intervention activity aimed at addressing 
or alleviating the identified issues with the quality of data and metadata (Stvilia et al., 2007; Wang et al., 1998). 
In product manufacturing, quality can be improved by improving the production process or enhancing the 
quality control of produced products. The latter is accomplished by reworking or scrapping already-made 
products (Cook, 1997). Hence, data quality interventions in RDRs can also be divided into two categories: data 
creation process improvement and product quality control interventions. 

In addition, the intervention category may also include the activities of improving an RDR’s DQA process 
itself, making it more effective and efficient (Ballou et al., 1998). These activities may affect all DQA activities 
and comprise improving the design of DQA activities, enhancing the quality of the RDR’s DQA infrastructure 
used, including the quality of its human infrastructure - the quality of human resources performing DQA 
activities (Star & Ruhleder, 1994; Figure 2). For example, the literature on online communities shows that the 
English Wikipedia community constantly monitors and aligns the design of its information quality assurance 
activities with its evolving information quality assurance challenges and problems. These include evaluating 
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and selecting members for serving in quality assurance roles and designing and deploying new information 
quality assurance tools, such as bots, to make the community’s quality assurance actions more effective and 
scalable (Stvilia et al., 2008).  

Furthermore, a DQA process is usually distributed and involves multiple roles and agents. Hence, a 
communication activity is essential to any data and information quality assurance work and accompanies all 
other DQA activities. It may include discussing information quality problems, communicating quality 
evaluation information, and discussing and coordinating quality evaluation and intervention actions (Stvilia et 
al., 2008; Figure 2).  

Finally, it is important to remember that resources for managing data and ensuring its quality are limited. RDRs 
may need to prioritize their DQA activities. RDRs may need to decide which datasets to evaluate and intervene 
in and when and to what extent. To determine the priority level of a dataset for DQA, data curators may 
consider the organization's collection development policy, the priorities of stakeholder communities, the current 
quality of the dataset, and the expertise they have (Cosley et al., 2005; Stvilia et al., 2007, 2008; Figure 2). 

Figure 2 summarizes the theoretical framework synthesized in this section. It specifies the structure of a DQA 
process, which comprises three main activities: evaluation, intervention, and communication. The diagram 
illustrates how these activities are influenced by the RDR, its parent organization, a community of practice, or 
the government through various tools, rules, conventions, policies, laws, and the division of labor with 
associated roles. Additionally, the framework includes the conceptualizations of the evaluation and intervention 
activity structures from DQA theory and highlights the DQA prioritization facets, such as the current level of a 
data product’s quality and available expertise in the RDR. The framework also emphasizes the importance of 
skills and expertise in aligning the human and technical infrastructures used in a DQA process. 
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Figure 2. The theoretical framework of the study. 

 

5. Findings and Discussion 

In the preceding section, we developed a theoretical framework for this study, as illustrated in Figure 2. This 
framework guided our literature analysis and facilitated the interpretation of our findings. In this section, we 
present the results of our analysis, structured according to the same framework, culminating in the synthesis of a 
data quality assurance model for RDRs. 

 

5.1 Data Types, Roles, and Uses 

Before discussing DQA activities in RDRs, it is crucial to explore both the types of data targeted by these 
activities and the roles involved. RDRs handle a variety of data types, including observational, experimental, 
simulation, and derived data. Common methods for data collection include questionnaires, systematic surveys, 
observations of clinical variables, experiments, and the use of secondary data (Chen et al., 2020; García-de-
León-Chocano et al., 2015; Hirdes et al., 2013; Marinov et al., 2014). 



12 
 

DQA roles can be grouped into three main categories: data creators/providers (i.e., researchers who submit 
datasets), DQA agents (including roles like data curators and RDR managers, DQA analysts, and domain 
experts), and data users. Data uses can be defined as the examination or analysis of data to provide actionable 
knowledge in different activities such as research, design, services, etc. (Colquhoun et al., 2020; Hirdes et al., 
2013; Marinov et al., 2014; Stvilia & Lee, 2024). 

 

5.2 Evaluation 

Our analysis revealed that RDRs may define quality differently at various levels of granularity. Some studies 
defined data quality as the degree to which data meet general use requirements (e.g., Gonzalez-Vidal, 2022; 
Lacagnina et al., 2022; Stamnas et al., 2016). Other definitions of data quality referenced ensuring clear 
identification, functionality, and long term accessibility of data (Peer et al., 2014) or achieving data maturity 
regarding searchability and accessibility of data and associated services (Peng, Gross, & Edmunds, 2022). 
Kindling and Strecker (2022) examined metadata quality and data quality criteria to identify data repositories' 
operational definitions of data quality. Their study participants prioritized appropriate data documentation and 
suitability to the scope of the repository as the most relevant dimensions of quality, while timeliness and novelty 
were the least frequently selected criteria. More recently, Stvilia and Lee (2024) explored how managers and 
curators of RDRs perceive data quality. They identified several facets referenced in these practitioners' 
definitions of data quality: data documentation quality, ethical and legal compliance, the quality of the data 
collection and creation process, data compatibility and accessibility, data quality, data provenance and 
authenticity, and system quality. Furthermore, Stvilia and Lee (2024) analyzed the quality dimensions RDRs 
used to assess data quality, revealing that completeness, consistency, simplicity, accuracy, and relevance were 
the dimensions most frequently utilized by the repositories. 

DQ dimensions and associated metrics are used to characterize and communicate data quality problems. Studies 
reported data inaccuracies across various areas, including biology (e.g., Urbano et al., 2021), meteorology (e.g., 
Freeman et al., 2017; Longman et al., 2018), geography (e.g., Samuel-Rosa et al., 2019), health (e.g., Hirdes et 
al., 2013; Vihinen et al., 2016), among others. For example, in health-related datasets, inaccuracies in recording 
patients' weight and height have led to measurements that exceed normal thresholds (Hirdes et al., 2013). 
Similarly, geographic datasets have shown incorrect latitude and longitude entries that do not conform to 
national ranges (Samuel-Rosa et al., 2019). Such errors can significantly impact subsequent research. The 
sources of these inaccuracies vary; some are due to faulty tools or technician mistakes (Juárez et al., 2019; 
Kulmukhametov et al., 2021; Urbano et al., 2021), while others result from data transformation errors 
(Longman et al., 2018). 

Data inconsistencies often arise when researchers seek to combine datasets from disparate time periods or 
organizations. For instance, variations in data formats and nomenclature arise due to the different goals pursued 
by each organization during data collection (Corrales et al., 2018; Grossberg et al., 2018; Juárez et al., 2019; 
Shekhovtsov & Eder, 2022; Urbano et al., 2021; Vignolo et al., 2021). Also, researchers may need to integrate 
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historical and contemporary datasets in their studies. However, they may encounter challenges due to 
discrepancies in the definitions of some variables (Borries et al., 2013; Freeman et al., 2017). For instance, 
Freeman et al. (2017) reported variations in the concept of sea level pressure across different datasets, while 
Borries et al. (2013) indicated the lack of a universally accepted definition for life history. Furthermore, some 
medical data may exhibit logical inconsistencies, such as alterations in blood pressure that do not align with 
established pathological understanding (e.g., Hirdes et al., 2013). 

Incompleteness pertains to the absence or omission of data or expected information inside a dataset. This issue 
can have a substantial impact on the use and dependability of data for the purposes of analysis, decision-
making, and operational procedures. Data loss can occur due to a multitude of circumstances. One of the most 
frequent issues is the failure to get all the necessary data during a data gathering process (Araujo-Pradere et al., 
2019; Heidebrecht et al., 2014). In addition, there can be missing variables due to legal and privacy 
requirements (Freeman et al., 2017; Windhager et al., 2019). Likewise, redundancy and duplication of data 
might raise doubts about its reliability and can negatively affect its reuse (Chen et al., 2020; Corrales et al., 
2018; Zhang et al., 2019). Finally, a dataset missing or having incomplete metadata can degrade its usability. 
Heidebrecht et al. (2014) highlight that the absence of information regarding the reliability and suitability of 
data impacts its subsequent analysis and reuse. 

To gain an understanding of how RDRs define and operationalize data quality, we crosswalked and aggregated 
dimensions reported in the literature as a part of data quality definitions and/or discussions of data quality 
problems. We removed redundancies and grouped the resultant set into two groups: intrinsic data quality and 
data product level quality dimensions. The latter includes system quality dimensions as well as some data 
quality dimensions such as usability and reputation (see Tables 2,3). To provide definitions for each of the 
dimensions in the list, we adapted definitions of information and data quality dimensions from Stvilia et al. 
(2007) and Wang and Strong (1996).  

Our analysis of the literature revealed nine intrinsic quality dimensions that the reviewed papers employed 
while defining or referring to data quality in DQA activities in RDRs (see Table 2). The most frequently 
referenced dimensions were accuracy, completeness, consistency, and currency/timeliness. The least frequently 
used dimensions were precision and simplicity. The analysis also identified eight data product level dimensions 
that are emphasized when an evaluator takes the data product perspective (Table 3). As expected, the most 
frequently referenced dimension was accessibility, followed by usability and reputation. The least frequently 
mentioned dimensions were integrity and authenticity.  

The intrinsic vs. product level quality perspectives on data quality reported in the data quality literature have 
been reflected in how different studies in this literature analysis defined data quality (see Tables 2,3). In 
particular, research study designs and participants often conflated conceptual components of data quality (i.e., 
dimensions) with data quality metrics used to operationalize or measure those dimensions. To compare data 
quality assessment models reported in the literature and interpret and use/reuse them in a systematic way, it is 
important that data quality dimensions are distinguished from their operationalizations (i.e., metrics; Stvilia & 
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Lee, 2024). Similarly, our analysis showed that study designs and participants often do not distinguish among 
data, metadata, system, and service quality characteristics when defining data quality (e.g., Kindling & Strecker, 
2022; Peer et al., 2014; Stvilia & Lee, 2024).  

Table 2. Intrinsic data quality dimensions.  

Dimension (# 
of studies) 

Definition Studies referencing or discussing the dimension 

Accuracy (26) The degree to which data is a 
correct or valid representation of 
an object, relation, process, or 
event 

Aerts et al., 2021; Freeman et al., 2017; García-de-León-Chocano et al., 2015; 
Freeman et al., 2017; Gualo et al., 2021; Gutmann et al., 2004; Hirdes et al., 2013; 
Juárez et al., 2019; Kindling & Strecker, 2022; Kulmukhametov et al., 2021; 
Lacagnina et al., 2022; Liao et al., 2021; Lin et al., 2020; Longman et al., 2018; Rajan 
et al., 2019; Reimer et al., 2016; Samuel-Rosa et al., 2019; Shekhovtsov & Eder, 
2022; Singh et al., 2020; Smith et al., 2018; Stvilia & Lee, 2024; Tian et al., 2021; 
Urbano et al., 2021; Vihinen et al., 2016; Zhang et al., 2019; Zhou et al., 2016 

Completeness 
(26)  

The extent to which data is a 
complete representation of 
another object, relation, process, 
or event 

Aerts et al., 2021; Araujo-Pradere et al., 2019; Estiri et al., 2018; Freeman et al., 2017; 
García-de-León-Chocano et al., 2015; Grossberg et al., 2018; Gualo et al., 2021; 
Gutmann et al., 2004; Heidebrecht et al., 2014; Johnston et al., 2018; Kapsner et al., 
2021; Kindling & Strecker, 2022; Lacagnina et al., 2022; Peer et al., 2014; Rajan et 
al., 2019; Reimer et al., 2016; Sáez et al., 2016; Shekhovtsov & Eder, 2022; Singh et 
al., 2020; Smith et al., 2018; Stvilia & Lee, 2024; Thomer et al., 2022; Tian et al., 
2021; Vihinen et al., 2016; Windhager et al., 2019; Zhang et al., 2019 

Consistency 
(25) 

The extent of consistency in 
using the same values or 
structure for representing an 
object, relation, process, or 
event 

Aerts et al., 2021; Arkhangelskiy et al., 2020; Borries et al., 2013; Corrales et al., 
2018; Freeman et al., 2017; García-de-León-Chocano et al., 2015; Grossberg et al., 
2018; Gualo et al., 2021; Hirdes et al., 2013; Juárez et al., 2019; Kindling & Strecker, 
2022; Kulmukhametov et al., 2021; Longman et al., 2018; Rajan et al., 2019; Reimer 
et al., 2016; Sáez et al., 2016; Samuel-Rosa et al., 2019; Shekhovtsov & Eder, 2022; 
Singh et al., 2020; Stvilia & Lee, 2024; Tian et al., 2021; Urbano et al., 2021; Vihinen 
et al., 2016; Vignolo et al., 2021; Zhang et al., 2019 

Currency / 
Timeliness 
(14) 

The age of data 
The extent to which the age of 
the data is appropriate for the 
task at hand 

Aerts et al., 2021; Freeman et al., 2017; Gonzales-Vidal et al., 2022; Gualo et al., 
2021; Heidebrecht et al., 2014; Kindling & Strecker, 2022; Rajan et al., 2019; Reimer 
et al., 2016; Shekhovtsov & Eder, 2022; Singh et al., 2020; Stvilia & Lee, 2024; Tian 
et al., 2021; Vihinen et al., 2016; Zhang et al., 2019 

Lack of 
Redundancy 
(7) 

The extent of redundancy in 
data representing an object, 
relation, process, or event 

Chen et al., 2020; Corrales et al., 2018; Freeman et al., 2017; García-de-León-
Chocano et al., 2015; Rajan et al., 2019; Stvilia & Lee, 2024; Zhang et al., 2019 

Reliability (6) The extent to which the 
correctness of data is verifiable 
or provable 

Kindling & Strecker, 2022; Lacagnina et al., 2022; Lin et al., 2020; Gudmundsson et 
al., 2018; Smith et al., 2018; Stvilia & Lee, 2024 

Relevancy (3) The extent to which data is 
applicable to the task at hand 

Arkhangelskiy et al., 2020; Kindling & Strecker, 2022; Stvilia & Lee, 2024 

Precision (2) The extent of precision/data of 
data in representing an object, 
relation, process, or event.  

Stvilia & Lee, 2024; Zhou et al., 2016 

Simplicity (1) The extent of cognitive 
complexity of data 

Stvilia & Lee, 2024 

 

Table 3. Data product level quality dimensions.  
Dimension (# of 
studies) 

Definition Studies discussing or referencing the dimension 
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Accessibility / 
Availability (9) 

The extent to which data are available or 
easily and quickly retrievable  

Arkhangelskiy et al., 2020; Chen & Chen, 2020; Kindling & Strecker, 
2022; Larsen et al., 2016; Lin et al., 2020; Shekhovtsov & Eder, 
2022; Stvilia & Lee, 2024; Thomer et al., 2022; Vihinen et al., 2016 

Usability / 
Interpretability 
(6) 

The extent of data being usable and 
interpretable 

Arkhangelskiy et al., 2020; Chen & Chen, 2020; Johnston et al., 2018; 
Kindling & Strecker, 2022; Lacagnina et al., 2022; Smith et al., 2018 

Ethical 
Compliance (5) 

The extent to which data complies with the 
ethical principles of a particular community 
or culture, including the privacy and 
confidentiality of data 

Gutmann et al., 2004; Kindling & Strecker, 2022; Peer et al., 2014; 
Stvilia & Lee, 2024; Vihinen et al., 2016  

Legal 
Compliance (3) 

The extent to which data complies with the 
laws of a particular country 

Kindling & Strecker, 2022; Peer et al., 2014; Stvilia & Lee, 2024  

Stability (3) The extent of data remaining accurate and 
complete in time and space 

Aerts et al., 2021; García-de-León-Chocano et al., 2015; Zhou et al., 
2016 

Integrity (3) The extent to which the integrity of data is 
preserved 

Liao et al., 2021; Lin et al., 2020; Stvilia & Lee, 2024 

Reputation / 
Credibility (2) 

The degree of reputation or credibility of 
data 

Gualo et al., 2021; Stvilia & Lee, 2024 

Authenticity (2) The extent to which data is authentic and 
genuine 

Lin et al., 2020; Stvilia & Lee, 2024 

 

 

5.3 Intervention 

Our analysis suggests that the theoretical framework's process and product intervention categories can be 
subdivided into more specific groups (see Figure 3). The quality of a dataset is primarily influenced by the 
scientific process used to generate it (Michell, 1990). Multiple studies in this review underscored the 
importance of establishing quality criteria (e.g., reliability, validity, accuracy) for data collection procedures to 
ensure data quality (Bayraktarov et al., 2019; Freeman et al., 2017; Heidebrecht et al., 2014; Hirdes et al., 
2013). RDRs may enhance the quality of data creation and documentation processes by having RDR staff 
collaborate with research teams to provide data management planning consultations, which include adhering to 
standards and best practices for creating and documenting data products and associated items such as software 
and instruments (Corrales et al., 2018; Stvilia & Lee, 2024). Studies also show that adopting a standardized 
approach to creating, organizing, and documenting datasets can improve data completeness and comparability, 
thereby enhancing data quality. For example, McGrath et al. (2022) emphasized the importance of a single body 
coordinating the collection of clinical medicine data to ensure high data quality. Additionally, food composition 
data studies utilized the EuroFIR standard thesaurus to ensure consistent value recording for metadata recording 
and coding (Westenbrink et al., 2016). 

Data product quality control may involve selecting and accepting datasets based on the provider’s reputation, 
ensuring that only data from trusted depositors is curated in an RDR. This method, combined with the rejection 
of datasets due to poor quality or the depositor’s refusal to make necessary adjustments, can be classified as 
scrap data product control (Figure 3). In the rework category of product control, RDRs may request that 
depositors implement specific quality interventions on submitted datasets, or curators may perform these actions 
themselves. This process often entails providing depositors with specific guidelines to enhance the data and 
metadata quality of their submissions. RDR managers and curators collaborate with researchers to discuss and 
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implement necessary changes to their datasets. They may also provide depositors with templates and guides to 
address information gaps and enhance metadata quality, preparing datasets for publication (Austin et al., 2016; 
Stvilia & Lee, 2024; Trisovic et al., 2021; Urbano et al., 2021; Westenbrink et al., 2016). 

Domain-specific RDRs or those of large research laboratories, more so than generalist repositories, may 
enhance the quality of data and metadata through direct interventions. These interventions typically require 
depositor review and approval, either before or after they occur (Stvilia & Lee, 2024). A common data product 
quality intervention begins with enriching a dataset’s metadata with descriptive records and comprehensive 
documentation, including provenance records that contextualize the data and make it more understandable. 
RDRs may also convert datasets to more accessible or open file formats to increase their utility. Improvements 
to dataset usability and accessibility can involve updating, harmonizing, and converting their schemas, content, 
and metadata to align with community standards and legal requirements (Borries et al., 2013; García-de-León-
Chocano et al., 2015; Owens et al., 2022; Stvilia & Lee, 2024; Urbano et al., 2021). 

Improving data product quality may involve interventions in the intrinsic quality of a dataset, such as adding 
missing data, eliminating duplicates and inconsistencies, and correcting data errors identified through statistical 
analyses like frequency, average, range calculations, or grouping. Additionally, incorporating related items such 
as software and user guides and verifying their output and content against the data they describe significantly 
enhance data trustworthiness, comprehensibility, and reusability for end users (García-de-León-Chocano et al., 
2015; Koshoffer et al., 2018; Peer et al., 2014; Stodden, 2013). Some studies have reported that RDRs use data 
visualization to resolve conflicts and assess data accuracy (Kulmukhametov et al., 2021; McFarland et al., 
2013). Furthermore, RDRs have employed regression models to estimate missing values, replacing them with 
the median, mean, or mode (Corrales et al., 2018). Another study highlighted an RDR's use of triangulation 
with multiple data sources to correct inaccuracies (Samuel-Rosa et al., 2019). In cases where datasets do not 
meet quality benchmarks, they may need to be rejected or removed from the repository (Hirdes et al., 2013; 
Stvilia & Lee, 2024). Finally, some RDRs conduct periodic assessments and interventions to maintain dataset 
quality, ensuring their actionability and stability (Aerts et al., 2021). 

Our analysis also indicated that researchers who regard data as mere byproducts of their projects may need to 
adjust this perspective upon depositing data into RDRs for sharing. For RDRs, these datasets are essential 
information products intended for user consumption. This shift implies that while depositors and RDR curators 
may focus on maintaining the intrinsic quality (e.g., accuracy, completeness, consistency) of the datasets to 
ensure the quality and success of the associated research projects, RDR curators and end-users may also 
prioritize the product-level quality characteristics of the same datasets, such as usability (Michener, 2015; Peng, 
Gross, & Edmunds, 2022; Stvilia & Lee, 2024). 

Efficient and robust DQA workflows and tools are crucial for accurately assessing and improving a dataset's 
quality as needed. Thus, DQA may entail refining the design of DQA activities and ensuring adherence to 
quality standards and best practices. Typically, the design of an organization's DQA process begins by defining 
data quality for the organization and its stakeholders. Adopting an existing data quality definition and 
framework and implementing uniform policies and procedures are vital for the soundness of an RDR's DQA 
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process (García-de-León-Chocano et al., 2015; Gualo et al., 2021; Lavery et al., 2022; Stvilia & Lee, 2024). 
Moreover, operationalizing process quality criteria into robust metrics and quality checks is essential to identify 
and rectify logic errors, outliers, missing and invalid values, and duplicates (Chen et al., 2020; Gudmundsson et 
al., 2018; De Rosa et al., 2023; Estiri et al., 2018; Freeman et al., 2017; Hall & Jensen, 2022; Heidebrecht et al., 
2014; Hirdes et al., 2013; Juárez et al., 2019; Thomer et al., 2022; Urbano et al.). Additionally, creating, 
maintaining, and standardizing a quality assurance provenance record for datasets is crucial for assessing their 
reliability and usability by reusers (Juárez et al., 2019; Peng et al., 2022).Another key aspect of ensuring the 
quality of a DQA process is for RDRs to foster strong collaboration and coordination among all stakeholders, 
including data providers and users, to ensure a unified approach to data quality (Stvilia & Lee, 2024). An 
RDR’s DQA process can be further enhanced by adding dedicated DQA staff who focus on assessing and 
managing data quality (Heidebrecht et al., 2014; Stvilia & Lee, 2024). Domain-specific RDRs often engage 
domain experts to enhance the robustness of their DQA workflows. Additionally, establishing user feedback 
mechanisms can facilitate user engagement in identifying data quality issues, thereby making the RDR’s DQA 
process more efficient (García-de-León-Chocano et al., 2015; Kulmukhametov et al., 2021; Stvilia & Lee, 
2024; Urbano et al., 2021). 

In addition, enhancing the DQA competencies and skills of staff, along with the DQA components of an RDR's 
infrastructure, can significantly improve its DQA process. RDRs can achieve this through comprehensive staff 
training and development programs. By offering continuous education opportunities in DQA, RDR staff 
members can stay abreast of evolving industry standards and technological changes, enabling them to 
implement effective and efficient solutions for ensuring the quality of emerging data types (Heidebrecht et al., 
2014). Simultaneously, investing in technology is crucial for improving the overall technical infrastructure 
quality, ensuring that the RDR remains at the forefront of the field and can meet its DQA needs and challenges 
for new data types and scales (Zhou et al., 2016). Also, an RDR seeking third-party certification and review of 
its data curation process can benefit from an external evaluation and validation of its DQA process design, 
potentially leading to process improvements (Stvilia & Lee, 2024). 

Managing complex data products for long-term research projects may involve all the above-mentioned data 
quality intervention facets (see Figure 3). The duration of research projects can vary, with some being short-
term and others being long-term, longitudinal studies that require a long-term data management approach 
embedded within the project and data production process (Kaplan et al., 2021). An embedded approach can lead 
to higher data management and DQA literacy among the project staff, stronger collaboration to achieve the 
project’s data management objectives, and improved local technology and human infrastructures (e.g., 
expertise) for data management (Kaplan et al., 2021; Zhou et al., 2016). 

The closure of a long-term research project and the transfer of its data collection to an off-site repository for 
preservation and/or wider sharing can be considered a decontextualizing activity that could lead to data quality 
problems (Stvilia et al., 2007). Similarly, data product stability can be affected when it relies on and aggregates 
data produced by multiple researchers or centers (García-de-León-Chocano et al., 2015). Spatial shifts in the 
context of data management and use may require additional investment to enhance the quality of the data 
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product and its metadata, improving its access, stability, and interoperability with other relevant datasets in the 
destination repository and for the quality needs of new external users (Kaplan et al., 2021; Stvilia et al., 2007). 

The quality of data products can also change over time. Temporal changes in data can be caused by changes in 
the underlying entities they represent or by changes in the data itself. These changes can be direct, by altering 
the data, or indirect, due to changes in the data creation process and its context, including mediating factors 
such as tools, rules, and policies (Stvilia et al., 2007). For instance, a change in a data collection protocol may 
affect the accuracy or completeness of collected data, as well as the stability and interoperability of the data for 
aggregation in longitudinal research or practical applications (Aerts et al., 2021). 

Live or near real-time data products can be particularly prone to spatial data problems. Malfunctioning or 
degraded sensors, delays in data transmission, external interference affecting sensor readings, miscalibrated 
measurement instruments, and software errors can all affect the accuracy, completeness, and stability of a data 
product (Zhou et al., 2016). To mitigate DQA problems in long-term or real-time data products, data curators 
can implement robust data transmission protocols with error-checking and redundant systems to prevent data 
loss and ensure completeness. Regular calibration and maintenance of data collection instruments and sensors 
can help avoid inaccuracies. Automated validation checks, statistical data profiling, and deduplication processes 
can identify and eliminate duplicate data using unique identifiers and data monitoring. Standardizing data 
formats and protocols can resolve inconsistencies and enhance data stability and interoperability. Finally, 
applying noise identification and removal algorithms can enhance data accuracy (Zhou et al., 2016). 

 

5.4 Communication 

Communication plays a crucial role in the DQA process and may involve a continuous cycle of information 
sharing and feedback among data quality planning, evaluation, and intervention activities. Our analysis showed 
that a DQA process in an RDR is usually distributed and involves multiple roles and agents. Multiple rounds of 
quality assurance tasks between data providers and curators can generate some confusion regarding mappings 
between datasets, agents, DQA actions, resources, and data quality information (Randles et al., 2020). Effective 
communication between data providers, curators, and users is therefore essential during data quality assurance 
processes in RDRs (Stvilia & Lee, 2024). Information about data quality can be shared throughout a dataset's 
lifecycle, from creation to sharing and usage, involving various participants within the RDR's data curation 
ecosystem (Cho et al., 2015; Peng et al., 2022). When depositors submit datasets, they may include information 
about any data quality issues in user guides or readme files. Curators may then relay information about 
identified quality issues and the steps taken to address them through data quality reports and metadata, 
collaborating with data providers, metadata experts, and IT departments to solve problems related to data and 
metadata quality. Curators often rely on researchers for the most accurate data information, seeking their 
assistance to fill in missing information, approve modifications, and verify data accuracy and integrity (Stvilia 
& Lee, 2024). 

RDR managers and curators also communicate pre-submission data and metadata quality requirements to 
researchers through guides, templates, and other communication methods. Sometimes, they embed themselves 
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in research projects to consult on best practices for data cleaning, data provenance documentation, and 
preparation for publication (Peng et al., 2022; Stvilia & Lee, 2024). 

Curators' communication with data providers and users aids the efficiency and effectiveness of the DQA 
process (Araujo-Pradere et al., 2019). Users, who may be researchers familiar with data creation and analysis 
methodologies, can assess the data quality (Faniel et al., 2019) and determine its suitability for their research 
(Faniel et al., 2016; Faniel & Jacobsen, 2010; Trisovic et al., 2021). It is essential for users to be informed about 
data quality so they can decide if it meets their data quality needs (McFarland et al., 2013; Vihinen et al., 2016). 
Users' ability to communicate with data providers to acquire extensive background information about the data 
enhances data quality (Araujo-Pradere et al., 2019; Faniel et al., 2016, 2019; Faniel & Jacobsen, 2010). 
Scientific communities and funding bodies increasingly emphasize the importance of reproducible and 
verifiable research. The push for transparency and openness in research, including the open sharing of research 
data and gathering feedback from end users on data quality, is crucial for maintaining the integrity and 
thoroughness of research outcomes. Openness and transparency in data handling lead to increased usage, more 
comprehensive quality assessments, and corrective actions, ultimately resulting in improved data quality (Orr, 
1998; Peng et al., 2022; Stvilia & Lee, 2024). Some RDRs enable users to offer feedback on data quality 
directly through means like contact forms. Others use ticket systems or implement a system for rating the 
quality (Stvilia & Lee, 2024). Research communities served by more centralized, subject specific RDRs have 
developed metadata models to communicate information about the quality of a dataset throughout its lifecycle. 
For example, the Earth science community has proposed a metadata model that captures information about the 
quality of data used in the scientific process of creating, curating, and using a data product (Peng et al., 2022). 
RDRs and research communities have also developed models to communicate the levels of quality or maturity 
of their data products (Zhou et al., 2016). 

Moreover, RDR managers, data curators, and scholarly communication librarians engage in dialogue with both 
providers and users to make data more accessible and to improve understanding of RDRs’ DQA practices. They 
share critical information about essential DQA standards, practices, and guides with data providers and users 
(Stvilia & Lee, 2024). Some RDRs and research networks implement training programs for individuals utilizing 
data (McGrath et al., 2022) and define protocols for data usage to help determine the appropriateness and 
precision of the data used in research (Longman et al., 2018; Trisovic et al., 2021). They also provide training to 
RDR staff members to prevent data quality problems (Heidebrecht et al., 2014). 

 

 

5.5 Standards and Tools 

Repositories adopt diverse policies, standards, and best practices to mediate data curation processes and ensure 
the quality, accessibility, and ethical handling of data (see Figure 3).  

Our literature analysis identified several international standards that have been used or proposed to be used for 
ensuring data quality in RDRs. The ISO 9000 family promotes adopting a quality management system focused 
on continual process improvement based on measurements and meeting requirements (Lacagnina et al., 2022; 
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Peng et al., 2015). ISO 19157 provides a framework for capturing data quality evaluation methods and results, 
classifying quality assessments as direct (i.e., inspecting dataset values) or indirect (i.e., using external 
knowledge like lineage; Lacagnina et al., 2022). The Open Archival Information System (OAIS) Reference 
Model, ISO 14721, provides a conceptualization and terminology for archival systems, a necessary context for 
DQA in RDRs (Peng et al., 2015). ISO 16363, often referred to as the Trustworthy Digital Repositories (TDR) 
checklist, is a well-established standard that provides audit metrics for certifying trustworthy digital repositories 
based on the OAIS model (Corrado, 2019; Peng et al., 2022; Yoon, 2014). Its companion ISO 16919 defines 
requirements for auditing bodies (Corrado, 2019; Yoon, 2014). Other relevant standards identified by the 
literature analysis include ISO 25012 and 25024, which define quality characteristics, an evaluation process, 
and associated measures for data products (Gualo et al. 2021), and ISO 19115 for providing standardized 
metadata to users (Owens et al. 2022). Repositories wishing to be certified typically undergo an external audit 
based on ISO 16363 (Corrado, 2019). Third-party quality evaluation bodies like CoreTrustSeal play a crucial 
role in assessing the quality of a RDR’s DQA workflow and overall system quality. By setting a series of 
rigorous standards and requirements, these bodies provide an external benchmark for RDRs to meet or exceed, 
which not only ensures compliance with best practices but also instills trust in the users of these repositories 
(Stvilia & Lee, 2024). 

Repositories employ various software tools for identifying and visualizing data quality issues and measuring 
data quality through metrics. Some also provide these tools to their users, enabling them to evaluate data quality 
and its relevance to their work. Communication about DQA might include the use of metadata vocabularies or 
quality rating systems that clarify the DQA approach of the repository and the quality of individual datasets to 
users (Peng et al., 2022; Stvilia & Lee, 2024; Zhou et al., 2016). To aid their designated communities in 
assessing dataset quality, repositories may issue DQA badges based on criteria like expert review, association 
with peer-reviewed publications, or inclusion in institutional showcases (Stvilia & Lee, 2024). Moreover, user 
guides are crucial for conveying information about the dataset's structure, quality assessments, interventions, 
and any known limitations. These guides, along with data lineage tools, facilitate the sharing of data provenance 
information (Juárez et al., 2019). 

Repositories also utilize software for data product quality enhancement through annotations, tagging, and 
conversion into more user-friendly formats (Colquhoun et al., 2020; Kapsner et al., 2021; McFarland et al., 
2013; Owens et al., 2022). RDRs are often part of university data management systems and leverage this 
infrastructure for data storage, analysis, and access, enhancing dataset quality through documentation and 
linkage to related research. RDRs and associated communities also develop and use quality evaluation, 
cleaning, validating, and enhancement software libraries for performing statistical analyses and quality checks 
on datasets (Estiri et al., 2018; Kapsner et al., 2021). In instances where journal publications are associated with 
datasets post-approval, curators might use university research information management systems (RIMS) and 
web portals to link these publications to datasets if depositors do not provide the necessary details (Stvilia & 
Lee, 2024). 
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5.6 Optimizing 

When prioritizing datasets for quality assurance, repositories may take into account the value of the dataset, its 
quality level, the expertise they have in the subject the dataset belongs, the cost of ensuring its quality, and the 
funding provided by the depositor or funding bodies to ensure the dataset’s quality. In doing so, repositories 
seek to allocate their resources judiciously and set priorities for their data curation tasks in a way that satisfies 
the requirements of depositors and users (Lacagnina et al., 2022; Stvilia & Lee, 2024; Figure 3). RDRs are 
under pressure to demonstrate the net value of their curation activities, including DQA activities, to secure 
ongoing funding or attract new funding. RDRs have found that general data use metrics, such as the number of 
downloads, are inexpensive and scalable, but they might not capture the more intangible value of DQA to the 
value of an activity that uses their data (Parr et al., 2019). 

The significance or usefulness of a dataset to RDRs' stakeholders is a key factor in determining how RDRs 
prioritize their DQA efforts. The perceived value of a dataset could be influenced by various elements, such as 
its size, the number of variables, and usage frequency (Kindling & Strecker, 2022; Lacagnina et al., 2022; 
Stvilia & Lee, 2024). For example, small, specific study datasets might have a limited scope for reuse. In 
contrast, large datasets representing whole populations or sectors could hold more significant value due to their 
potential for broader application in new research. Hence, RDRs may subject those datasets to extensive 
processing, documentation, and enhancement efforts (Stvilia & Lee, 2024). The existing quality of datasets also 
guides DQA priorities, with more attention often given to popular datasets with identifiable quality issues. The 
level of curation and DQA applied may vary depending on the dataset's documentation quality, its expected 
popularity, its initial quality state, and DQA resources available (Kindling & Strecker, 2022; Stvilia & Lee, 
2024; Zhou et al., 2016). 

DQA priorities may also be influenced by the dataset provider's specific needs, such as deadlines for events 
utilizing the dataset, the provider's engagement level in the dataset curation process, and the resources available 
for investing in quality assurance from the provider or their funders. Repositories aim to accommodate 
researchers' timelines and needs, with the time dedicated to DQA potentially varying based on the curators' 
familiarity with the file format and the research domain (Stvilia & Lee, 2024). 

Repositories' data collection policies, along with specific research community guidelines, help determine which 
datasets are curated and to what extent (Zhou et al., 2016). Furthermore, motivations and specific needs drive 
DQA activities, with the intensity of these motivations affecting the likelihood of their completion. Some 
repositories incentivized researchers by offering small grants to document and share datasets, encouraging 
engagement in DQA and helping cover some of the associated costs. Collaborations with publishers to credit 
researchers for shared datasets through data papers were another strategy RDRs used to enhance the 
researchers’ motivations to engage in DQA (Stvilia & Lee, 2024). 

 

5.7 Skills 

In the evolving research data management ecosystem, shaped by new governmental regulations and the rise of 
big data and emerging data formats, there is a growing need to reassess the skills required for effective research 
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DQA. Our analysis found that DQA skills can be categorized into the following categories: knowledge of data 
management, technical abilities, research insight, soft skills, and specific domain expertise (see Figure 3).  

Key data management skills include understanding data organization, quality assurance principles, tools usage, 
data preservation, handling large data volumes, and knowledge of data quality and metadata standards. The 
ability to meticulously identify and address errors and contradictions in data was deemed essential (Corrado, 
2019; Kulmukhametov et al., 2021; Lacagnina et al., 2022; Peer et al., 2014).  

Technical skills such as the ability to manage and assess large datasets, supported by proficiency in 
programming languages like R and Python, enable curators to automate some of the DQA tasks (Arkhangelskiy 
et al., 2020; Kulmukhametov et al., 2021; Lee & Stvilia, 2017; Peer et al., 2014). 

Knowledge of domain-specific data formats and persistent identifier systems is crucial for managing various 
data types. A background in specific scientific disciplines aids in posing pertinent questions and grasping the 
contextual nuances of data when assessing or communicating with depositors about the quality of their datasets 
(Kindling & Strecker, 2022; Lacagnina et al., 2022; Peer et al., 2014; Samuel-Rosa et al., 2019). 

Studies also emphasized soft skills (Peng et al., 2022). Effective communication is vital for constructively 
articulating a DQA process. Furthermore, collaboration, patience, flexibility, and the ability to adapt to diverse 
research cultures are important. Curators must navigate different research traditions, ensuring that DQA tasks 
are pursued diligently. Leadership and management skills are necessary to maintain a smooth DQA workflow, 
ensure clarity in responsibilities, and foster accountability for any changes made (Peer et al., 2014; Lee & 
Stvilia, 2017). 

Finally, the analysis determined that research skills are essential for research DQA. This includes knowledge of 
statistics, which is crucial for analyzing data, drawing valid conclusions about data quality problems, and 
mitigating those problems, as discussed in Section 5.3. These skills are not confined to any single domain. They 
are universally applicable across various fields of study, enhancing a data curator’s ability to contribute 
effectively to the DQA of research data (Kindling & Strecker, 2022). 

 

5.8 Comparison of Data Quality Assurance Model with CoreTrustSeal Trustworthy 
Repository Requirements and Data Stewardship Maturity Matrix 

The first research question of this literature analysis sought to examine how RDRs define data quality. The 
analysis identified 17 dimensions used by RDRs when defining or referring to data quality (see Figure 3, Table 
2,3). As predicted by this study’s theoretical framework, RDRs referenced not just data quality dimensions 
when reporting on data quality but also components of system quality such as access, usability, and ethical and 
legal compliance (DeLone & McLean, 2003; Mason, 1986). We did not identify the use of service quality 
characteristics such as staff expertise, reliability, responsiveness, and empathy in the quality definitions 
(DeLone & McLean, 2003). However, our analysis revealed that some studies referenced staff expertise as a 
target of DQA intervention activities. Available staff expertise was also included as one of the facets of DQA 
optimization strategies (see Figure 3). The DQA model (DQAM) synthesized from the findings of this literature 
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analysis divides the dimensions into two categories: intrinsic quality and product level data quality dimensions 
(see Figure 3). It is not surprising that different RDRs and their stakeholders have varying understandings of 
data quality. According to the data quality literature guiding this study, researchers may see their datasets as 
byproducts of their research projects when they submit them to an RDR. However, the curators, managers, and 
users of the RDR may view the same datasets as products that need to meet certain quality standards and 
priorities related to data reuse, as noted by Wang et al. (1998).  

 

 
Figure 3. The synthesized model of DQA (DQAM) for RDRs.  

The second research question of this study investigated how RDRs ensured data quality. The product level 
quality characteristics of datasets included in DQAM may affect the success of users’ actions in RDRs, such as 
finding, accessing, interoperating, and reusing conceptualized as the FAIR framework (Wilkinson et al., 2016). 
The FAIR framework has been widely accepted by research data curator communities. Supporting users’ FAIR 
actions for data products means ensuring the quality of data products’ metadata and documentation and the 
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quality of the RDR system (Peng, Gross, & Edmunds, 2022). In 2018, the European Commission’s Expert 
Group on FAIR Data published a report aimed at facilitating the translation of FAIR principles into practical 
implementations (ECDRI, 2018). The report provided detailed recommendations and specific actions for 
various stakeholder groups. Key recommendations included defining FAIR Digital Objects and the FAIR 
ecosystem, understanding the social aspects that drive the system, and exploring their interactions. FAIR Digital 
Objects encompass not only data but also associated software and other research products and outcomes. Within 
the FAIR ecosystem, these digital objects interact with the ecosystem components such as data policies, 
persistent identifiers, data management plans, standards, and people. To create a sustainable FAIR ecosystem, 
it’s crucial to consider social aspects like skills development, appropriate metrics, incentive structures, and 
continuous resource investment (ECDRI, 2018). Aligning repositories with FAIR principles has resulted in 
increased openness and accessibility of data, ultimately improving data quality and facilitating data reuse. 
Furthermore, the FAIR principles have impacted the assessment of metadata and vocabulary standards to 
support scientific data interoperability, further bolstering data quality in repositories (Mayernik & Liapich, 
2022). Overall, integrating FAIR principles into repository practices has been crucial in advancing data quality, 
as well as encouraging the sharing and reuse of research data across RDRs (Aguilar Gómez, 2023). 

Efforts to enhance the FAIR ecosystem are ongoing, with projects like FAIRsFAIR (“Fostering FAIR Data 
Practices In Europe”) receiving funding from the European Union’s Horizon 2020 program. FAIRsFAIR aimed 
to develop recommendations for FAIRness assessment within the FAIR ecosystem, including related services 
(e.g., metadata documentation, data transformation) and infrastructure (e.g., persistent identifiers, sustainable 
and trustworthy repositories). The project emphasized the importance of clear scoping and purpose when 
initiating data services, given the diverse goals of stakeholders (Koers et al., 2020). Additionally, the above 
mentioned European Union report recommended the development of a knowledge base (e.g., taxonomy, 
ontology, or classification scheme) to formally describe the FAIR ecosystem and its related services. DQAM 
can be a component of that knowledge base, providing conceptualizations of DQA concepts and relationships. 
The Data Product component of DQAM corresponds to the concept of the FAIR digital object (see Figure 3). 
One of the main recommendations of FAIR operationalization efforts is to develop assessment and certification 
mechanisms for FAIR Digital Objects and services. An emphasis has been placed on developing and utilizing 
community-based certification bodies for RDRs, such as CoreTrustSeal, and subject-specific evaluation models 
for data products, including data quality maturity models (ECDRI, 2018).  

To further illuminate our findings for the second research question, we compared DQAM to the CoreTrustSeal 
Trustworthy Repository Requirements (CTRR, Figure 4). CTRR is a trustworthy data curation requirements 
model for RDRs (CTSC, 2022). It comprises sixteen facets of a reliable data management system, ranging from 
a repository providing rights management to DQA and security services. The facets are divided into three 
categories: organizational infrastructure, digital object management, and information technology and security.  

The quality assurance requirement of CTRR is focused on assessing an RDR’s ability to ensure a dataset’s 
technical quality, including ensuring that the dataset’s format, metadata schema, content, and identifiers are up 
to standard. However, the requirement also stipulates that enough information about a dataset's intrinsic or 
scientific quality must be communicated to potential users so they can make informed decisions about whether 



25 
 

the dataset meets their scientific quality requirements (CTSC, 2022). Data product quality is not limited to using 
the right format and metadata quality only. Our analysis showed that it may include system quality 
characteristics such as accessibility, authenticity, integrity, and ethical and legal compliance. These virtues of a 
data product are enabled by system modules grouped in the organizational infrastructure and information 
technology categories of CTRR. Since CTRR is a model of information system quality, it is not surprising that 
the system quality support modules are separated from the data quality module (see Figure 4). The DQAM 
mapping to CTRR shows that the CTRR model of an RDR does have modules to support data quality assurance 
along the quality attributes identified by DQAM, including both the intrinsic and product level quality criteria 
(see Figure 4). At the same time, CTRR would benefit by adding DQAM’s specification of the DQA activity 
structure (i.e., assessment, intervention, communication) to its quality assurance and workflow modules. The 
CTRR model could also be enhanced by including the list of data product quality criteria from DQAM (see 
Figure 3). It would make applicant repositories’ self-evaluation for DQA workflows more consistent.  
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Figure 4. Comparison of DQAM to CTRR.  
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Another model we compared DQAM to is the Data Stewardship Maturity Matrix (DSMM; Peng, Gross, & 
Edmunds, 2022; Peng et al., 2015). DSMM is a DQA model grounded in the OAIS Reference Model. It was 
developed collaboratively by the National Centers for Environmental Information (NCEI) of NOAA and the 
Cooperative Institute for Climate and Satellites in North Carolina. DSMM evaluates an RDR’s data curation 
practice along nine dimensions of RDR success (Figure 5; Peng et al., 2022).  

The mapping of DQAM to DSMM revealed that DSMM includes all the product level quality dimensions from 
DQAM except reputation (see Figure 5). Furthermore, the preservability facet of DSMM is a broader concept 
than individual quality dimensions. Indeed, multiple dimensions of DQAM can be mapped to the preservability 
facet of DSMM, including the usability dimension (see Figure 5). Unlike CTRR, DSMM includes DQA process 
related facets such as data quality assurance, data quality control, and data quality assessment. It is important to 
note that data quality assurance is a broader concept and comprises the other two. The process facets are used as 
a practical tool for assessing a dataset’s quality. As this study’s findings show, the dataset’s quality can be 
assured at different levels, from basic quality assessment to continuous quality maintenance. Therefore, it is 
understandable that DSMM may need to include these three processes of DQA to indicate a data product’s 
maturity level, even if one process encompasses the other two. At the same time, it would benefit users if the 
DSMM explicated the structure of DQA by including the DQA process model and the intrinsic quality 
dimensions from DQAM. That way, users could apply DSMM more consistently. Furthermore, the DSMM 
model includes a DQA sustainability facet (i.e., production sustainability; Figure 5). The facet is assessed based 
on the level of commitment to a dataset’s DQA, ranging from individual to national and international 
commitment levels (Figure 5; Peng et al., 2015). As our literature review indicated, DQA priorities are shaped 
not just by a dataset’s value to an individual researcher or a research community but also by the available 
funding, RDR staff expertise, and cost of DQA. If DSMM is to be applied for DQA in different types of RDRs, 
then the production sustainability facet of DSMM could be further expanded with the DQA prioritization facets 
from DQAM.  
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Figure 5. Comparison of DQAM to DSMM.  

 

6. Conclusion 
This study examined DQA practices in RDRs using systematic literature analysis guided by a theoretical 
framework grounded in activity theory and the data quality literature. The findings of the literature analysis 
were then used to synthesize a theoretical model of DQA in RDRs—DQAM. DQAM conceptualizes a DQA 
process structure comprising three activities: evaluation, intervention, and communication. The literature 
analysis identified 17 quality dimensions RDRs used to define data quality. The model classifies the dimensions 
into the intrinsic and product level data quality categories. The intervention activity is further divided into data 
product creation process improvement, data product rework and scrap, and DQA process improvement 
activities. In addition, DQAM defines DQA roles and skills, as well as the standards and categories of tools 
used in DQA work at RDRs. Finally, the paper compares and contrasts DQAM to two DQA models used in 
practice: CTRR and DSMM. The comparison reveals that DQAM can supplement the CTRR model by 
providing a specific DQA activity structure to its quality assurance and workflow modules. The analysis also 
showed that DSMM can be extended by adding DQAM’s DQA activity structure to make DSMM application in 
practice more consistent. Furthermore, DSMM’s sustainability facet can be further qualified using DQAM’s 
DQA prioritization criteria.  

The theoretical implications of this study include DQAM expanding the understanding of data quality by 
systematically categorizing quality dimensions and linking them to quality assurance activities. This model 
helps in conceptualizing how various facets of data quality, like intrinsic and product level dimensions, can be 
integrated into a broader DQA framework for RDRs. The practical implications of the study and DQAM are to 
facilitate a more comprehensive and systematic approach to the design and development of DQA workflows 
and tools that are grounded in the DQA and information systems literature. Future related research may 
examine the application and evaluation of DQAM to guide the design of DQA work in different domains.  
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