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Abstract 
This qualitative study explores contradictions in data quality assurance (DQA) 
practices within research data repositories (RDRs), interpreted through the lens of 
activity theory and data quality literature. It analyzes data from 32 interviews with 
curators and repository managers representing 32 repositories across 30 
universities in the United States. 
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The findings highlight several challenges faced by RDR staff, including 
differences in understanding DQA among stakeholders, the need for adequate 
resources, domain-specific knowledge, research expertise, and standardized data 
quality metrics. The study also identifies contradictions arising from 
misalignments in motivation between RDR staff and depositors, and friction 
between the DQA practices of research labs and the standardized DQA models 
promoted by RDRs. Additionally, it reveals contradictions between the RDRs' 
infrastructures and curation models and the evolving needs of stakeholders. The 
paper proposes resolution strategies for each identified contradiction. 

 

1. Introduction 
Data quality is an ethical issue. Data and information quality affects the quality of 
our decisions and activity outcomes and, ultimately, affects our lives and dignity 
[1]. Hence, data quality assurance (DQA) is critical to any data management 
workflow. DQA activities encompass a broad spectrum, including quality 
assessment and enhancement tasks carried out by data providers and repository 
personnel, data cleansing students undertake as part of coursework or DQA 
hackathons, and research reproducibility challenges1. The activities also comprise 
the assessment of dataset quality for the purposes of training AI models and/or 
informing decisions in policy and business domains [2,3,4]. 

There have been models, standards, laws, and best practices for guiding the 
design, implementation, and evaluation of DQA activities and workflows. The 
industry has employed several general quality assurance standards and 
methodologies (e.g., ISO 2500, ISO 8000, ISO 9000). Similarly, there exists a 
substantial amount of literature on and several models of data curation that 
encompass DQA activities (e.g., [5-8]). Data curation communities of practice are 
currently experiencing a revived focus on data quality and making datasets FAIR, 
which entails ensuring their findability, accessibility, interoperability, and 
reusability [9]. These communities actively create and distribute highly valuable 
procedures and scripts for data cleaning, normalization, linking, and 
disambiguation (e.g., [10]). However, efforts to implement DQA related 
components of FAIR framework operationalizations have been predominantly 
fragmented and situational, needing a solid foundation in the existing literature on 

 
1 https://paperswithcode.com/rc2021 



 

3 
 

metadata and data quality to improve their generalizability. Additionally, there is 
a need for more empirical studies that investigate and interpret DQA practices 
within research data repositories (RDRs) from the perspective of the data quality 
literature and how DQA literature can be used to guide and evaluate those 
practices.  

DQA activities, like any other activity, are dynamic and are shaped by their 
evolving components and relationships, including the participant’s needs, the 
challenges they face in the activity, and the solutions they seek. When tensions 
and misalignment with the activity’s current structure and relationships affect the 
activity’s outcome, those can be conceptualized as activity contradictions. In 
order to design novel and innovative forms of activities and services, it is crucial 
not only to identify the current problems and contradictions and how they have 
been resolved but also to interpret them through a theoretical lens such as activity 
theory. The latter can help better understand the ontological roots of those 
problems, design solutions for existing problems, and predict, prevent, and 
resolve future contradictions with similar theoretical structures [11]. There have 
been prior examinations of contradictions in research data curation and research 
information management (e.g., [11-13]). However, there is still a lack of theory-
guided empirical examination and interpretation of the challenges and problems 
of DQA practices in RDRs. 

 

2. Problem statement and research questions 
Research data curation, including research DQA, is a complex sociotechnical 
process comprising multiple activities, actors and stakeholder groups, 
technologies, policies, standards, and research cultures. Identifying and 
understanding misalignments and challenges in the current DQA practices of 
RDRs and the strategies and solutions used to resolve those problems are critical 
for improving those practices.  

Furthermore, by combining theoretical reasoning with empirical data collection 
and analysis, one can build a model that is both theoretically informed and 
explained, and empirically validated. This hybrid approach helps to create 
knowledge that is theoretically rigorous, practically applicable, and robust to new 
use cases and contexts [14]. Such theory-guided analysis of DQA problems and 
challenges can help design new, innovative forms of DQA activities that are 
better aligned with the concerns and emerging needs of the stakeholder groups. It 
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also helps develop best practices guides for and training research data curators in 
research DQA.  

There is a need for a systematic, theory-based analysis, understanding, and 
interpretation of DQA challenges, issues, and solutions in RDRs.  Such analysis 
can aid in a better understanding of the theoretical foundations of those often 
complex problems, designing solutions for existing issues as well as in 
anticipating, preventing, and resolving future DQA contradictions with similar 
theoretical structures.  

Guided by activity theory, our study aims to address this need by examining the 
following research question: 

What are the challenges and problems of DQA in RDRs, and what are some of the 
strategies for resolving those problems? 

 

3. Related work 
Quality is defined as "fitness for use" [15]. Various studies have explored the 
conceptualization of research data quality and researchers' perceptions and 
priorities regarding it (e.g., [16-20]). The understanding of what constitutes 
quality and useful data can differ within the same discipline, across different 
disciplines, and even within the same process [6]. A DQA process involves 
activities related to conceptualizing, measuring, and improving data quality [21]. 
Along with privacy and access, data quality is of significant ethical importance in 
data use and information system design. In the era of big data and data driven 
science, the saying "garbage in, garbage out" becomes even more relevant. Data 
quality has a direct impact on the quality of research outcomes, teaching, business 
decisions, and government policies, ultimately affecting human lives [1,22,23].  

Universities are investing heavily in building reliable and secure infrastructures to 
manage digital research datasets created and used by their faculty and students. 
This investment is driven by the faculty's need to preserve and share their research 
data [24,25], mandates from state and federal funding agencies to openly share 
data for public benefit, research, and teaching purposes, as well as to enhance the 
reproducibility and replicability of research [26-28]. National and state laws also 
require ensuring data quality [29,30]. Additionally, some universities are 
interested in tracking and measuring the impact of these datasets, including for 
evaluating faculty for promotion and tenure [31]. However, a major obstacle to 
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data sharing and reuse is concerns about data quality. Data owners may worry 
about the quality and documentation of their data and its potential misuse or 
misinterpretation by others [19,32]. Conversely, users need data that is useful, 
valid, reliable, and accurately represents the phenomena they are studying or 
teaching, rather than just having access to large quantities of data [33,34]. Data 
creators often compile datasets for specific purposes, and without proper 
documentation, understanding these original purposes becomes challenging, 
hindering data reuse [20,35]. 

The study also draws on the digital data curation literature (e.g., [6,8]) to provide 
further context. While there are common infrastructure elements in digital data 
curation across various fields, the specific research tasks, data types, technologies, 
and approaches to managing, sharing, and assessing data and metadata may differ 
(e.g., [10,36,37]). Research data curation studies examined the contradictions of 
data curation activities in institutional repositories (IRs). These included but were 
not limited to a contradiction between dataset scale and existing IR 
software/storage capabilities, a lack of best practices for adopting tools, and a 
contradiction between available resources and activity objectives [7]. This 
literature also examined researchers' data management practices, including 
hurdles they encountered when working with RDR curators. For instance, 
earthquake science researchers found repositories’ curation policies time-
consuming and hindering their research activities [13]. While the prior studies 
provide valuable insights into the challenges and issues encountered by 
researchers and RDR staff during data curation activities in general, there is a 
dearth of theoretical examination of contradictions in research DQA activities at 
RDRs. 

 

4. Method 
This paper presents findings from a part of a larger exploratory study. The study 
utilized datasets that included 122 approved applications for the CoreTrustSeal 
certification of trustworthy data repositories, interviews with 32 curators and 
repository managers, and 109 data curation-related documents from their 
repository websites. Data collection occurred from April 2022 to February 2023, 
encompassing a total of 146 unique RDRs. 

The scope and focus of this particular paper are the barriers and challenges of 
DQA in RDRs and how these contradictions could be explained and resolved. It 
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reports on the analysis of 32 interview participants' answers to the related 
questions. The interviews were conducted between December 2022 and February 
2023. The authors employed multiple methods to identify and recruit participants. 
The initial source and sampling frame for selecting interview participants was a 
list of 122 data repositories that were certified under the CoreTrustSeal 
Trustworthy Data Repositories Requirements as of March 2022. From this source, 
30 U.S.-based repositories were identified. Additionally, a manual search was 
conducted across the web domains of 146 universities classified as R1 (doctoral 
universities with very high research activity) and 133 universities classified as R2 
(doctoral universities with high research activity) by the Carnegie Classification 
of Institutions of Higher Education to identify additional RDRs. The following 
inclusion criteria were applied when selecting repositories for this study: 
repositories had to be U.S.-based, and the submission and/or curation of datasets 
had to be mediated by a curator or repository manager. Additionally, the 
repository’s website needed to clearly specify who served as the manager and/or 
curator of the data collections. A total of 97 repositories and 138 associated 
managers or curators met these criteria. We contacted these 138 potential 
participants by email, and 32 agreed to participate in a Zoom interview. 

Selecting interview participants from a single country (i.e., the U.S.) ensured 
consistency in data management regulations and mandates, and their impact on 
DQA practices in RDRs. This approach simplified the study's logistics by 
reducing the risk of misinterpretation or miscommunication due to language 
barriers and cross-country differences in human subject protection practices. It 
also provided a foundation for future cross-country comparisons. 

The interview data used by this study represented 32 repositories and 30 
universities in the US. 29 of these universities were R1 universities, and one was 
an R2 university. Some universities hosted or operated multiple repositories. 
Some other universities did not host their digital data collections in local 
repositories. Instead, they used external repository platforms (e.g., Dryad and 
Dataverse). If such a university provided significant data curation support to its 
researchers, we still counted its digital data collection(s) on the external data 
curation platform as an instance of an RDR. Out of the 32 repositories, 27 were 
generalist or domain-agnostic, while the remaining 5 were domain-specific. These 
domain-specific repositories focused on the social sciences (3), biology (1), and 
applied science and engineering (1). 59%(19) interview participants were female 
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and 41%(13) were male. 72%(23) of interviewees had a Master’s degree and 
28%(9) had a Ph.D. degree. Also, as was expected, the largest share of 
participants reported library and information science as the discipline of their 
highest degree (15). The disciplines reported by the participants included 
psychology, political science, computer science, biology, English, history, 
anthropology, social work, ecology, journalism, and geography. 

The study was guided by a theoretical framework that comprised activity theory 
[11] and the information quality evaluation framework [21]. Activity theory is a 
psychological theory of a purposeful activity structure that was originally 
developed by Lev Vygotsky and his students and was later expanded by Yrjö 
Engeström. It consists of several conceptual models that can be applied to 
analyze, explain, and/or predict relationships in complex, real-world activity 
systems. Its application allows the identification of problems and opportunities for 
new interventions The core model of activity theory defines the fundamental 
structure of activity by emphasizing the relationship between the subject (the 
individual or group engaged in the activity) and the object (the objective or 
purpose driving the activity). This subject-object relationship is further organized 
hierarchically into goal-directed actions, which are mediated by tools, and the 
organization and community through rules, conventions, and division of labor 
[11]. In this study, we applied activity theory to examine the underlying structure 
of DQA activities and problem types in RDRs. Activity theory’s contradictions 
typology categorizes contradictions within an activity system into four different 
levels (see Figure 1). First-level contradictions pertain to issues within individual 
elements of an activity. Second-level contradictions are defined as the tensions or 
problems that occur between the components of an activity. Third-level 
contradictions indicate tensions between the current and the desired or emerging 
forms of the activity. These contradictions emerge when there is a need for a 
revised activity structure, more advanced activity objective or outcome. 
Conversely, fourth-level contradictions involve problems that occur between 
different activity systems and affect the achievement of their shared outcome [23]. 

The typology helps not only explain, predict, and categorize those problems in an 
activity but also suggests possible resolutions through their theoretical analysis 
using the assigned contradiction categories’ structures [23]. Misalignments or 
tensions in an organization’s process structure lead to a perceived problem that 
the organization tries to identify, articulate, and resolve [38]. Activity theory can 
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help with that. We used the information quality evaluation framework to analyze 
how data quality is evaluated in those repositories. The framework includes a 
taxonomy of information quality dimensions and typologies of information 
quality problems and their impact on activities.  

We used thematic content analysis to analyze the content of interview transcripts. 
The units of analysis were a repository, an activity, and a contradiction. We used 
the theoretical framework’s concepts and research questions to develop a priori 
codes and then analyzed the content of the data for both the predefined and 
emerging codes iteratively. We then inductively mapped and merged the thematic 
codes found in the data into general categories that matched the research 
questions and high-level concepts of the guiding theoretical framework [14]. Two 
coders coded the data. Each coder coded half of the data. Following the 
completion of coding, the coders met to review their coding. They identified and 
discussed the cases where they had differing opinions, resolved the differences, 
and made updates to the related code assignments. 

 

5. Findings and Discussion 
RDRs are complex sociotechnical systems and may comprise multiple activities 
shaped by the needs of various stakeholders. These may include researchers, 
curators, university administrators, scholarly associations and communities of 
practice, and governments. Our study identified three DQA activities in RDRs: 
data and metadata quality evaluation, intervention, and communication. The most 
frequently disclosed DQA activities performed by RDRs were the evaluation and 
intervention followed by the communication activity.  

The first activity of a research DQA process is the evaluation of data and 
metadata quality. Participants spoke about evaluating datasets for missing and 
invalid values, meeting specific community standards and best practices, and 
ensuring the legal and ethical use of the data. They emphasized the importance of 
evaluating datasets for the completeness of documentation to enable users to 
understand and effectively use the research data. They revealed that the evaluation 
was often an iterative and collaborative process, where curators and/or data 
repository teams engaged in back-and-forth interactions with depositors to 
enhance data quality. An intervention activity follows the quality evaluation 
process to tackle the data and metadata quality issues identified during the 
evaluation. According to participants, the interventions generally involved 
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minimal changes to the underlying data, such as fixing obvious errors, formatting, 
and structural improvements within the dataset, or suggesting improvements 
without directly modifying the data. Participants revealed that, in most cases, 
researchers were responsible for fixing any identified data quality issues. 
Intervention activities also included educating researchers about DQA. Our 
analysis showed that data curators and librarians conducted outreach and 
workshops to teach researchers how to improve the quality of their data and 
associated metadata and enhance the usability and downstream impact of the data. 
Both data quality and intervention activities involved communication and 
collaboration between the curators and the data providers. There might be back-
and-forth exchanges, requests for clarification, and coordination to ensure the 
necessary changes were made.  

A detailed analysis of DQA activities in RDRs and their structures is presented 
elsewhere [39]. The focus of this paper is limited to identifying mismatches and 
misalignments in the activities’ components, structures, and contexts that lead to 
barriers and problems affecting their success and interpreting them using the 
study’s theoretical framework. Activity theory theorizes changes and innovations 
in an activity as an effect of the presence of contradictions and tensions in the 
activity and efforts to resolve them [11]. This section examines the challenges and 
problems research data curators and repository managers reported facing in their 
DQA work and classifies them using activity theory’s contradictions typology 
(see Figure 1). In addition, each category of DQA challenges is accompanied by a 
discussion of the strategies for resolution, as reported by the study participants or 
suggested by the theoretical framework and relevant literature (see Table 1). 
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Figure 1. The levels of the DQA contradictions per activity theory’s 
contradictions typology.  

 

Challenges of defining and measuring quality 
A key issue noted by several participants was the challenge of defining data 
quality. Participants who worked for domain agnostic RDRs discussed the 
difficulty of determining what constituted quality and how to assess it accurately 
and consistently across different datasets from different domains. This challenge 
can be categorized as a First-level contradiction (Table 1, row 1).  

I think the biggest one is how you measure quality and what we mean by 
quality. So, how do you capture that? How do you measure that in an 
equitable way across a lot of different, wildly different data sets? (i12).  

Furthermore, the providers and curators of a DQA process may have different 
understandings of its objective – what good quality data and metadata are, which 
is a Second-level contradiction according to activity theory. One participant noted 
that they evaluated the data specifically for its usability and did not evaluate the 
research that produced it. The participant argued that the concept of data quality 
was challenging to communicate effectively and ensure that people grasp its 
intended meaning in a particular context ”I think quality is a hard word to make 
sure people understand” (i16; Table 1, row 6). 
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Determining what data quality means (i.e., identifying the quality criteria or 
characteristics a stakeholder community(s) perceives quality through or cares 
about) is the first step in a data quality evaluation process. The next step is to be 
able to measure it consistently across different datasets and providers (i.e., 
developing quality metrics). For that, one needs stable, community approved 
reference sources [21]. Interview participants spoke about the challenges they 
faced in evaluating the quality of data and metadata in some research disciplines 
or areas that lacked clear, widely adopted standards for sharing and documenting 
research data. The absence of such standards made it challenging to develop 
consistent metrics for evaluating the quality of datasets and their accompanying 
metadata (Table 1, row 2).  

Problem resolution strategies and discussion 
Thus, the first problem theme identified by the content analysis was the challenge 
of defining the objective of an RDR’s DQA process – that is, defining what good 
quality data and metadata meant. According to activity theory, an activity’s object 
is both the driver (i.e., motive) and the direction of the activity. It is shaped by an 
interplay of the motivations and priorities of the organization’s stakeholder 
groups, accompanied by tensions among those priorities [11,42]. Hence, the 
theory predicts such a challenge for generalist repositories that might have 
multiple stakeholder communities.  

One approach to resolving this problem would be adopting and using multiple, 
domain-specific models of DQA, including data quality definitions. The 
approach, however, would require the RDR staff to possess knowledge of those 
domains and communities. Alternatively, the RDR could identify a common 
denominator level of DQA for the domains represented by the datasets it curates. 
This approach has a limitation, however. If the domains are too disparate, such a 
common dominator level of DQA might not exist or not be adequate for meeting 
some of the stakeholders’ needs for quality. Indeed, a few participants expressed 
disappointment that they could not achieve their DQA objectives due to a lack of 
subject expertise or resources and had to settle for satisficing or partial DQA 
targets instead.  

Another related problem subtheme identified by the study was the differences in 
understanding a DQA process between the curator and dataset provider. Although 
most of the RDRs, especially domain agnostic RDRs, did not evaluate the 
research process that created a dataset, they might still evaluate some of the 
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intrinsic quality dimensions of the dataset, such as completeness (e.g., identifying 
missing values). Many also ensured that the dataset was usable and accompanied 
by adequate documentation and support material, such as its software code, to 
allow the end-users to reproduce or replicate the study and thus evaluate its 
scientific quality. The data quality literature also predicts this possible 
misalignment between data providers’ and curators’ understandings of data 
quality. Data providers may prioritize the scientific quality of their research. They 
may view publications as primary products of their research and the data itself as 
a byproduct. RDRs and curators, on the other hand, may view datasets as the main 
information products [42]. Consequently, curators may focus on ensuring datasets' 
product level quality characteristics, such as findability, accessibility, usability, 
and interoperability [9,39]. Potential mitigation of this misalignment could 
involve explaining the scope of the RDR’s DQA process to the data providers and 
highlighting how treating datasets as primary products of their research could 
improve the visibility and impact of their research. 

Interviewees suggested that engaging relevant scholarly societies to establish and 
advocate for clear, specific standards for documenting and managing research 
data could be a potential solution to the lack of community-approved reference 
sources for consistent assessment of data and metadata quality (see Table 1). 
Another resolution for the problem employed by some participants was to 
assemble local operational metadata profiles for documenting datasets from 
disciplines that did not have a widely adopted metadata vocabulary. The profile 
could be determined based on metadata term occurrence statistics in the domain’s 
datasets and metadata descriptions. This is a traditional method of metadata 
schema or vocabulary construction [43,44]. The success of this approach depends 
on the repository having access to an adequate number of datasets and metadata 
records from the domain. Many, especially newly established repositories, may 
not have that access. Trustworthy Repositories Audit and Certification (TRAC) 
Criteria that are widely used for auditing and certifying RDRs require an RDR to 
specify “minimum metadata requirements to enable the designated 
community(ies) to discover and identify material of interest,” implying the RDR 
has the knowledge of the community(ies)’ metadata needs [45]. However, the 
TRAC model does not address the contingency when there are no community 
approved standards for knowledge organization [45]. It is important that the 
discipline’s scholarly societies, communities of practice of data curators, and 
publishers are involved in the creation and promotion of domain-specific data and 
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metadata standards. As the literature shows, the social and political aspects of a 
metadata standard design and adoption are as crucial as its quality and 
representational soundness [46].   

Data curation, encompassing DQA, is inherently a social process. A DQA 
process’ objective must strike a balance among various motivations and 
interpretations of data quality [41]. Ultimately, DQA objects (i.e., objectives) 
should emerge from negotiation and compromise among the stakeholders of 
RDRs. In defining the focus of their DQA efforts, RDRs should take into account 
both the data quality models outlined in the literature (e.g., [21,42]) and the 
inherently negotiated, social nature of their DQA objectives. Kaptelinin’s general 
characteristics of a successful activity object/objective can be a good starting 
point for the latter. These include a balance that ensures a proper representation 
of varying motives, inspiration where the object is not only feasible but also 
attractive and energizing, stability to prevent frequent changes, and flexibility to 
allow necessary changes and avoid obsolescence [47]. 

 

Insufficient resources and expertise 
Another group of challenges was associated with curators not having enough 
resources to provide the desired level of DQA of submitted datasets. If the 
repository does not have a large enough staff, curators cannot spend sufficient 
time on the dataset to ensure its quality (Table 1, row 3).  

In terms of manpower sustainability, if we were to receive more deposits, 
we'd have to cut back the time spent on each dataset. Despite our quality 
principles and purposes, our resources are limited (i14). 

An additional resource-related challenge was limited access to essential software 
and technology infrastructure for DQA. Curators without the necessary software 
to open specific data files faced uncertainty regarding data validity. 

Participants also highlighted a lack of expertise as a primary barrier in research 
DQA. Curators and managers at generalist RDRs acknowledged challenges 
working with data from unfamiliar fields. They emphasized the need for domain 
expertise, research experience, statistical proficiency, and familiarity with new 
data formats (Table 1, row 4). One interviewee noted: 
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For newer data types like images, determining data quality measures and 
making data more usable is a major challenge (i8). 

Some participants identified the insufficient data management expertise among 
data providers as a challenge. Since research DQA involves collaboration 
between the researcher and the curator, the absence of DQA competencies on the 
provider's part can negatively impact the effectiveness and cost of that 
collaboration (Table 1, row 4).  

 

Problem resolution strategies and discussion 
The lack of resources can be mitigated by reducing the cost of DQA. The analysis 
showed different strategies RDRs used to reduce the cost of DQA (see Table 1). 
Some RDRs enhanced the quality of datasets on demand by applying quality 
enhancement actions to the datasets requested by end-users. The literature has 
also highlighted the importance of prioritizing data curation targets. For instance, 
Gene Ontology curators have prioritized their assessment of new entries in the 
literature to manage their workforce shortage [48]. In addition, RDRs used 
automated scripts to identify the most prevalent problems in datasets and generate 
some of the dataset’s metadata automatically. The availability of Generative AI-
based tools can further reduce the cost of data quality evaluation and enhancement 
by improving the accuracy and completeness of automated data quality profiling 
and metadata generation [49]. 

Likewise, participants disclosed that they evaluated dataset metadata on criticality 
and then prioritized the critical metadata elements when evaluating submitted 
datasets and making intervention requests to researchers. Furthermore, 
participants stated that they relied on communities of practice (e.g., the Data 
Curation Network (DCN)2) and used their members' collective knowledge and 
resources, such as documentation templates, to overcome the lack of necessary 
DQA expertise or resources within their respective RDRs. Finally, educating the 
administration about the importance of research DQA and collaborating with 
other research support units on campus, such as the office of research or high-
performance computing, can make DQA effective and efficient and strengthen the 
RDR’s appeal for more resources [50,51]. It is important to note that while the 
TRAC guidelines specify the types of processes and evidence required for RDRs 

 
2 https://datacurationnetwork.org/ 
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to demonstrate financial sustainability, they do not offer specific guidance on how 
to address financial sustainability challenges [45].  

Participants also shared strategies they used to address subject expertise gaps in 
DQA (see Table 1, row 4). They stressed the importance of comprehensive 
documentation accompanying data submissions. Some RDRs accepted only peer-
reviewed datasets, those with technical papers, or datasets from trusted sources. 
Additionally, some organized their own expert peer reviews. They also 
highlighted attending professional development events and leveraging expertise 
from communities of practice, such as DCN, as effective approaches. One of the 
TRAC requirements is for RDRs to offer robust professional development 
opportunities to their staff to develop essential competencies [45]. Indeed, 
enhancing skills and expertise is one of the major motivations for data curators 
who participate in a community of practice [52]. Another strategy to address the 
issue of limited domain knowledge locally in a specific area is for RDRs to 
consider partnering with relevant scholarly societies, research communities, and 
publishers [13]. 

 

Misalignments in motivations  
Participants highlighted a significant challenge in motivating researchers to 
engage in DQA. This issue often stemmed from misaligned motivations between 
data curators and data curators. Researchers sometimes perceived DQA as 
burdensome, leading to hesitancy in participating in DQA and hindering data 
quality improvement. 

It's a concern I have that the time sometimes required to work with us to 
improve the data is actually the main thing that prevents researchers from 
working with us to improve their data (i30). 

Participants raised concerns about the difficulty of balancing the demand for 
quick data publication and the necessity of maintaining their data quality 
standards. Some researchers prioritized releasing their data quickly and obtaining 
a Digital Object Identifier (DOI), which could compromise the RDR’s DQA 
process (Table 1, row 5).  

Another challenge the study found was the misalignment of DQA practices during 
different phases of a dataset’s curation lifecycle. Before data is deposited for 
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curation, it must be generated. A lab or research project's DQA practices play a 
crucial role in determining the quality of the data it generates and deposits to an 
RDR. Participants noted that this misalignment could make the curation of the 
data more difficult and expensive (Table 1, row 8).  

Participants spoke about their difficulties in persuading researchers to change 
their existing data management practices. Participants disclosed that, in general, 
junior researchers tended to appreciate the advice and guidance curators provided. 
In contrast, older researchers following established practices for many years saw 
the additional DQA requirements as an annoyance. Participants mentioned a 
challenge when researchers often did not understand why curators approached 
them. 

The issue of quality assurance is highly problematic. Because it puts us 
into some kind of position of authoritative judgment where I think the 
community we try to help doesn't necessarily see us (i23). 

 

Problem resolution strategies and discussion 
Participants adopted several strategies to enhance researchers' motivations to 
participate in DQA and reduce their reluctance due to the perceived costs of DQA 
(Table 1, row 5). A common strategy was to alleviate the burden on researchers 
by performing preparatory tasks on their behalf. For instance, participants 
mentioned using metadata templates pre-populated with information from data 
submissions, providing researchers with a useful starting point. This approach 
often captured researchers' attention and led to more positive outcomes, as they 
were more willing to complete missing information and build upon the provided 
material. As one participant explained: "An approach I might take is if somebody 
submits a dataset, and there's no information about the methodology, I will track 
down the article if there is one. I will read the methodology, and I'll read the 
article, and I will make a suggested text to describe the methodology because 
they're much more likely to correct an error in the text that I've written than they 
are to write up the methodology themselves" (i30). 

Additionally, reducing the cost of DQA for researchers involved curators 
providing them with guidance in the form of sample metadata and hints. These 
resources helped researchers understand how to describe their datasets and 
navigate repository requirements and expectations effectively. Participants also 
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emphasized the importance of not overwhelming researchers with numerous DQA 
requests at once. Instead, their strategy was to elicit an initial response while 
maintaining researcher engagement. One participant noted, "We try to prioritize 
and not ask for too many things at once. If we send an email with three or four 
questions, we're likely to get a response. But if we send a wall of text with 10 
different questions, often, you just don't hear back" (i32). These strategies are 
similar to some practical approaches to work articulation, coordination, and 
quality control found in the literature on peer-curation communities (e.g., 
[53,54]). 

Furthermore, participants employed persuasive communication strategies to 
enhance researchers' motivations for improving dataset quality. They emphasized 
the benefits of publishing high-quality data, mainly how it could increase the 
value of associated publications for citation by other researchers. This approach is 
aligned with research information management system (RIMS) managers' use of 
persuasive communication to boost both intrinsic and extrinsic motivations for 
contributing to research information curation [12]. 

Some repositories employed a combination of incentives and consequences to 
encourage researcher participation in DQA. Incentives included providing small 
grants to researchers to enhance dataset quality and associated metadata. 
Conversely, repositories sometimes withheld dataset publication and a DOI until 
researchers cooperated with DQA requirements. Finally, participants proposed 
that universities could enhance researcher motivation for DQA participation by 
implementing specific extrinsic incentives at the policy level, such as counting the 
creation and publication of high-quality datasets toward researchers' promotion 
and tenure, as suggested by the literature [31]. 

According to activity theory, a misalignment between the providers' and the 
RDRs’ DQA practices can be classified as a fourth-level contradiction (see Table 
1, row 8). Participants shared strategies to address or lessen the issue. The RDR 
and its staff could proactively engage in curating research data from a laboratory 
or a research project, beginning in the planning phase, as has also been suggested 
by the literature [13]. Moreover, the RDR could offer its data management and 
DQA infrastructure and services (e.g., assistance with writing data management 
plans; DMP Tool3) to the laboratory and utilize that infrastructure to align the 

 
3 https://dmptool.org/ 
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laboratory's data curation processes with those of the RDR. 

 

Tensions between the current DQA practices and infrastructure and 
new regulations and mandates 
Participants identified challenges related to the changing landscape of data 
curation brought about by new regulations, such as those mandating open access 
to federally funded research data and ensuring its quality [28,40]. Participants 
were apprehensive about the entry of new groups of researchers into the data 
curation ecosystem triggered by the regulations. Using new and evolving data 
formats and adhering to distinct data management practices, these groups of 
providers might require DQA services that differ from those traditionally offered 
by RDRs (Table 1, row 7). 

Participants also noted having inadequate human and technical infrastructures for 
handling the increased data submissions and quality assurance requirements 
caused by the new regulations. They expressed concerns about whether the 
current data management and DQA technologies were scalable and robust enough 
to keep up with the expected increase in the number and size of deposited 
datasets.  

We get more and more policies that require data sharing, which is great. 
At the same time, I have a little bit of a sense of dread because I wonder 
how much the cart is ahead of the horse. Hopefully, technology will catch 
up because that's going to be so difficult (i5).  

 

Problem resolution strategies and discussion 
New innovative technologies allow organizations and society to engage in new 
forms of activities [47,55]. New technologies also have had dramatic and often 
unintended consequences on the ways in which information systems have been 
conceived, designed, implemented, and managed. Archivists and curators have 
long been aware of new technologies and data types' impact on the structure and 
roles of digital curation and archiving activities [56]. Generative AI advances, and 
new data and knowledge types (e.g., big data and LLMs) impact how RDRs are 
designed or should be designed and/or operated [57]. For instance, how can RDRs 
preserve, curate, and ensure the quality of large machine learning foundation 
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models and associated datasets that can cost hundreds of millions of dollars to 
create, contain billions of parameters and trillions of tokens, and are trained on 
gigabytes of data?4 [58]. Individual universities or academia cannot solve those 
challenges alone. The government, industry, and research communities need to 
support and assist RDRs in developing effective evaluation frameworks, models, 
workflows, technologies, and funding mechanisms to address these issues (see 
Table 1, row 7). These could be accomplished by research funding agencies 
organizing “future directions” workshops and Delphi studies to define new 
adequate curation and DQA models for the emerging types of data and metadata 
as well as help establish associated shared organizational and computational 
infrastructure components (e.g., [35,59-63]). 

Participants also disclosed several strategies they used to mitigate these 
contradictions (see Table 1, row 7). The RDRs of some smaller universities or 
universities with less established research data management infrastructure joined 
consortia led by larger universities to benefit from their shared infrastructure. 
Other RDRs cooperated with high-performance computing units on campus to 
gain access to scalable data storage and computing infrastructure and technology 
expertise. The literature also reports a similar approach where an RDR manager 
utilized a system with linked scalable storage for storing large data files [7]. 

 

Table 1. DQA contradictions and their resolutions. Note: The prefix Lx is used to 
indicate the level of a particular contradiction according to activity theory. 
 

# Problems Resolutions 

1 L1 (Object): RDR’s DQA Object is not 
clear. A generalist RDR receives 
different types of datasets from different 
domains.  That makes it challenging to 
formulate DQA action goals and define 
what successful DQA means for RDR. 

Determine and use the least common denominator level of curation and DQA 
Adopt multiple data type and/or domain specific definitions of data quality and 
DQA success from domain specific repositories 

2 L1 (Rules, Standards) The community 
has no established/widely adopted data 
file and metadata standards. It makes it 
challenging to determine what reference 
baselines to use in DQA 

Assemble the active/operational metadata schema for the community 
Engage relevant scholarly societies to establish and advocate for clear, specific 
standards for documenting and managing research data.  

 
4 https://www.wired.com/story/openai-ceo-sam-altman-the-age-of-giant-ai-models-is-already-
over/ 
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3 L1 (Subject): RDR lacks resources to 
provide adequate DQA 

Optimize/reduce the cost of DQA activities 
Automate some of the DQA tasks 
Participate in a Community of Practice (e.g., DCN) 
Educate the administration and partner with other research support units on 
campus to get more resources 
Outsource some of the DQA to a consortium (e.g., Dataverse, Dryad) 

4 L1 (Subject): RDR does not have the 
necessary domain, research, or 
statistical expertise, or knowledge of 
new data formats to provide the desired 
level of DQA 
RDR provider does not have the 
knowledge of data management and 
DQA principles 

Stricten dataset acceptance screening criteria (e.g., accept data from 
predetermined trustworthy sources only; require comprehensive documentation 
for datasets)  
Organize DQ peer review locally. 
Participate in a community of practice (e.g., DCN) 
Partner with relevant scholarly societies and research communities 
Outsource DQA to Dryad or similar non-profit consortia 
Educated providers on data management and DQA 

5 L2 (Division of Labor - Motivation): 
Providers and curators’ motivations are 
misaligned, impeding their cooperation 
in the division of labor. The cause can 
be the researchers’ perceived cost of 
participation in DQA. They need a DOI 
for the dataset without delay and with 
the least cost. 

Curators engage researchers and reduce their DQA costs by doing some 
preparatory work beforehand and not asking too many questions at a time. 
Provide researchers with sample metadata and documentation hints to facilitate 
their sensemaking. 
Use persuasive communication to highlight the value of publishing high-quality 
datasets for enhancing researchers’ impact. 
Refuse to give the DOI until the researcher cooperates on the DQA of the 
dataset. 
Count producing high-quality datasets toward P&T. 

6 L2 (Division of Labor – Object): The 
curator and the researcher have different 
understandings of the scope of the 
Object of DQA. 

Educate the researcher about DQA in general and the scope of the RDR’s DQA 
process 
Ensure that the dataset is accompanied by adequate documentation and support 
material, such as code, to allow the end-users to reproduce or replicate the study 
and thus evaluate the science behind it 

7 L3 (Current model of DQA – Emergent 
model of DQA):  
There is a realization that the current 
DQA practices and RDR's 
infrastructures are not adequate for the 
emerging data types and new groups of 
researchers’ data curation needs. 
However, it is not clear what the new 
DQA model should be. 

The government, industry, and scholarly societies help determine the new 
model of research DQA by organizing “future directions” workshops and 
providing adequate funding and shared research data management infrastructure 
to RDRs  

8 L4 (Lab DQA – Repository DQA): The 
lab’s DQA practice is not aligned with 
the standardized DQA model and 
practices promoted by the RDR. 

The RDR inserts itself in the data curation and DQA process of the lab from the 
beginning, from the planning stage. 
The RDR to use the shared data curation infrastructure and technology to 
harmonize the research data curation practice of the lab with one of the RDR 
The RDR uses persuasive communication to engage researchers and convince 
them to switch to the standardized DQA model promoted by the RDR 

 

7. Conclusion 
This study examined the types of problems and tensions and their resolution 
strategies within the DQA practices of RDRs and interpreted and discussed them 
through the lens of activity theory and the literature. The analysis identified 
differences in the understanding of DQA among different stakeholders, the need 
for adequate resources, domain-specific knowledge, research expertise, and 
standardized metrics as challenges faced by RDR staff in their DQA work. The 
study also found tensions caused by misalignment in motivation between RDR 
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staff and depositors. It revealed frictions between the DQA practices of research 
labs and the standardized model of DQA promoted by RDRs. Additionally, there 
were tensions between RDRs' infrastructures and curation model and the 
emerging needs of stakeholders. These needs were shaped by new government 
regulations, which mandated open access to federally funded research data and 
new data types. Furthermore, the paper outlined resolution strategies for each 
identified contradiction, drawing from insights shared by participants and 
recommendations found in the literature (Table 1). They emphasized the need for 
standardized data quality practices, collaborative efforts with communities of 
practices and scholarly societies, and the adoption of automation to optimize 
DQA processes. Education and persuasive communication were stressed as 
crucial for engaging researchers and administrative bodies. Additionally, the 
strategies emphasized the importance of supporting researchers with adequate 
resources, recognizing high-quality data contributions, and defining future 
directions and funding for research DQA. 

The future related study will examine researchers’ perspectives on the 
contradictions identified by this study, as well as their emerging needs for DQA 
services from RDRs in light of the new government regulations and the 
introduction of new types of research data by new AI-based technologies.  
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