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*Education is not preparation for life; education is life itself.*

---

John Dewey (1859–1952)

Introduction

This chapter outlines three educational approaches: (a) *traditional*: the currently dominant approach, a largely lecture-oriented authoritarian style that makes heavy use of “assessments of learning,” which are useful for accountability purposes but only marginally useful for guiding day-to-day instruction; (b) *progressive*: a highly student-centered approach that relies on “assessments for learning,” which can be very useful in guiding day-to-day instruction; and (c) *unified*: a new, integrated approach that uses the best of both kinds of assessments—“for” and “of” learning—and that leverages computer technology, educational measurement, and cognitive science to address factors that undermined earlier attempts to implement the Progressive approach. This chapter examines some of the research, trends, and factors that should be considered, understood, and, in some cases, leveraged in order to move toward the unified approach. Further, this chapter presents examples of how Educational Testing
Service (ETS) projects are moving toward the new approach to harness assessment in the service of learning.

Déjà Vu

Think back on your high school years. Whether Elvis, the Beatles, Led Zeppelin, Madonna, Run-DMC, Pearl Jam, or Britney Spears dominated the charts, odds are that you spent your day going from one 50-minute class to another, with a different subject each period. In class, you probably spent most of your time sitting at your desk, listening to lectures from a teacher who was the repository of knowledge to be learned. Your job was to learn the facts and other knowledge that your teacher knew, and you were periodically tested on just how well you absorbed the information and could retrieve the relevant facts. Direct cooperation with other students was a relatively rare event (except perhaps in team sports). This traditional scenario captures the norm for U.S. schools that have underserved too many students for too long (e.g., Barton, 2005).

Now imagine the following: public schools that apply progressive methods—such as individualizing instruction, motivating students by considering their interests, and developing cooperative group projects—to achieve the goal of producing knowledgeable and skilled lifelong learners. The teachers are happy, hard working, and valued by the community. In addition, they hold leadership roles in the school, and work individually and collectively to figure out the best ways to reach and teach their students. These same teachers create new textbooks and conduct research to see whether their methods worked. School days are structured to allow teachers time to meet and discuss their findings with colleagues.

Is this an ideal vision of schools of the future? Yes and no. According to Ravitch (2000), the image above describes several model public schools in the U.S. in the 1920s and 1930s, inspired by John Dewey’s vision of education (e.g., the Lincoln School at Teachers College in New York, and the Winnetka, Illinois, public schools). These schools were engaging places for children to learn and were attractive places for teachers to teach; they avoided the monotonous, unfruitful routines of traditional schools.

What happened to these exciting experiments of educational reform, and more importantly, what lessons can we learn from
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them? First, according to Kliebard (1987), they failed because the techniques and founding ideas were misapplied by so-called experts who believed that mass education could be accomplished cheaply, employing low-paid and poorly trained teachers who would either follow their manuals or stand aside while students pursued their interests. Second, they failed because the reforms rejected traditional subject-matter curricula and substituted vocational training for the 90% of the student population who, at the time, were not expected to seek or hold professional careers (see Bobbitt, 1912, “The Elimination of Waste in Education”). Finally, this period also saw mass IQ testing (e.g., Lemann, 1999) gaining a firm foothold in education, with systematic use of Terman’s National Intelligence Test in senior and junior high schools. The testing was aimed specifically at efficiently assigning students into high, middle, or low educational tracks according to their supposedly innate mental abilities (Terman, 1916).

In general, there was a fundamental shift to practical education going on in the country during the early 1900s, countering “wasted time” in schools and abandoning the classics as useless and inefficient for the masses. Bobbitt, along with some other early educational researchers and administrators such as Ellwood and Ayers (Kliebard, 1987, pp. 103–104), inserted into the national educational discourse the metaphor of the school as a “factory.” This metaphor has persisted to this day; yet if schools were actual factories, they would have been shut down years ago.

The basic idea I present in this chapter is that serious problems exist in education today, but viable solutions are possible. The particular solution described herein is based on the claims that (1) individual differences among students have powerful effects on learning, (2) these effects can be quantified and predicted, and (3) technology can capitalize on these effects to the benefit of teachers and students (as well as others, such as administrators and parents).

This chapter is organized as follows. First, I describe two distinct educational approaches—traditional and progressive—that have been battling it out in our country for almost a century, although both have valuable contributions to make to education. Second, I summarize factors that are influencing the current state of educational flux, fueling the need for an educational sea change. Third, research is presented that seems promising for addressing the particular problem areas that are delineated. I also present specific
models and methods that we can use right now to create diagnostic, formative assessments\(^2\) that are woven directly into the fabric of the curriculum, linked to targeted instruction as well as standards, and are likely to make a real difference in the landscape (or seascape) of education. Finally, I sketch out a prototype system currently under development at Educational Testing Service that employs many of the methods and tools cited in the chapter.

The Chasm Between Traditional and Progressive Approaches

The model of school-as-a-factory is inappropriate, particularly in today’s rapidly changing and information-rich world. So what is a better model (or models) that we can use to focus educational reform? Very simply: *There are two competing views of education—traditional and progressive—from which we can draw the best features to combine into a new, unified model.* On the one hand, traditional education invokes a more “outside-in” approach whereby teachers provide knowledge to awaiting students. On the other hand, progressive education is more “inside-out,” defining the role of the student as an active, creative, and reflective participant in the learning process.

John Dewey believed that the more authoritarian approach of traditional education was too concerned with delivering knowledge, and not enough with understanding students’ actual learning or experiences, the cornerstone of progressive education (see Flanagan, 1994). However, he was also highly critical of completely “free, student-driven” education because students often do not know how to structure their own learning experiences for maximum benefit. Fast forward 70 to 80 years and we see the paradigm conflict continuing today.\(^3\)

*Traditional Approach*

Many educators, administrators, and policy makers support relatively structured, didactic, traditional education. This approach came to the fore with the recession and tax revolt of the 1970s, followed by the publication of the report, *A Nation at Risk* (National Commission of Excellence in Education, 1983), leading to an increased emphasis on basics, national learning standards, and improving results on standardized tests.
Lending credible support for this position, consider the findings from a project called “Follow Through” (e.g., Proper & St. Pierre, 1980; Stebbins, St. Pierre, Proper, Anderson, & Cerva, 1977). This was an enormous, federally funded research project launched in 1967 in response to President Johnson’s request to “follow through” on project Head Start. Summaries of the study (e.g., Adams, 1996; Stone & Clements, 1998) describe nine educational Models that were compared in 51 school districts over a 4 to 6 year period. Each of the nine models was yoked to a comparison school. Of the nine, all but two (i.e., Direct Instruction and Behavior Analysis Models; see complete listing in footnote) were, to various degrees, learner centered. Contrary to expectations, the two exceptions significantly outperformed the other Models. Furthermore, Stone and Clements (1998) noted that five of the seven learner-centered models produced worse results than the traditional school programs (i.e., the control groups) to which each Follow Through approach was compared. By far, the most successful of the nine Models was Direct Instruction5 (Engelmann, Becker, Carnine, & Gersten, 1988), which showed positive scores on all three types of outcome measures—basic skills, cognitive skills, and affective variables (Adams, 1996).

At least three other major re-analyses of the data were independently conducted (see Mac Iver & Kemper, 2002), yet none of these analyses show significant disagreement with respect to achievement data. Results of the national evaluation and all subsequent analyses converge on the finding that the highest achievement scores were attained by students in the Direct Instruction model.

**Progressive Approach**

There are equally ardent supporters of progressive education,6 which generally refers to classroom methods that focus on individualized instruction, encourage collaboration among students, provide hands-on learning activities, and stress informality in the classroom (e.g., Brown & Campione, 1990; Darling-Hammond, 1997; Darling-Hammond, Griffin, & Wise, 1992; Pea, 1994; Scardamalia & Bereiter, 1994). Researchers report that intrinsic motivation is enhanced when learning is student-centered, i.e., when students are provided with opportunities to exert control, to determine their fate, or at least have a perception that they are doing so
(e.g., Lepper & Chabay, 1985; Ng, Guthrie, Van Meter, McCann, & Alao, 1998). For example, Deci and colleagues (e.g., Deci & Ryan, 1985; Deci, Vallerand, Pelletier, & Ryan, 1991) found that when students have control over their own learning, they achieve more positive learning outcomes, greater interest, more trust, higher self-esteem, and greater persistence. Additional research has reported the increased benefits to students in relation to self-determination (Papert, 1980) and feelings of control (Keller & Kopp, 1987).

Examples from research employing interactive instructional materials report positive outcomes relating student control to improved learning (e.g., Carrier & Williams, 1988). And motivational theory research (Keller, 1979) has similarly demonstrated that when students are given some control over aspects of their learning, they are more likely to have positive feelings toward the task combined with intrinsic motivation. Finally, Laurillard (1984, 1991) reported findings that learning enjoyment increased when students were given control.

Toward a New Approach: A Look at the Interactions

This dichotomy between the two opposing educational philosophies (i.e., traditional and progressive) may also be seen in the implementation of computerized learning environments. Among other variables, such systems can differ in the amount of learner control (one of the main features of the progressive approach) supported during the learning process. The research literature is about evenly mixed in relation to the effectiveness of these two approaches—traditional and progressive (specifically, in this case, less and more learner control)—and the arguments are similar to those described earlier with regard to classroom settings. That is, one approach argues that it is more efficacious to develop straightforward learning environments that do not permit “garden path” digressions (e.g., Koedinger, Anderson, Hadley, & Mark, 1997; Sleeman, Kelly, Martinak, Ward, & Moore, 1989). In contrast, the other approach argues that student learning is enhanced by environments containing assorted tools that allow the learner freedom to explore and learn, unfettered (e.g., Bunt, Conati, Huggett, & Muldner, 2001; de Jong, van Joolingen, Scott, deHoog, Lapied, & Valent, 1994; Shute, Glaser, & Raghavan, 1989).
The disparity between positions becomes more complex because the issue is not just about which approach—traditional or progressive—is the better learning environment; i.e., it is unrealistic to suppose that a statistical “main effect” for “approach” would provide an adequate picture. Instead, a better question may be the following: Which is the better approach for what type(s) of students? In other words, we should examine the data for evidence of classic aptitude-treatment interactions (Cronbach & Snow, 1977), for which the main effect would be an inadequate summary. This may be further extended to include other variables as well, such as outcome and demographic variables. To arrive at recommendations for instructional design, one also needs to consider the goal of the instructional environment (Shute, Gawlick, & Gluck, 1998), such as ensuring mastery or efficient topic coverage.

Extreme positions are rarely helpful, and the concept of a single best method of instruction for everyone is overly simplified. On the one hand, traditional education, with its focus on content rather than the learning process, tends to lack a basic understanding of students. On the other hand, progressive education, as Dewey himself noted, can be too reactionary. That is, freedom for the sake of freedom is a weak philosophy of education according to Dewey (1938). Instead, he asserted, experience arises from the interplay of two principles—continuity and interaction. One’s current experience is a function of the interaction between one’s past experiences and the present situation. Dewey believed, like many educators who followed, that no single experience has preordained value. A rewarding experience for one person could well be a detrimental experience for another.

In short, as with fashion (e.g., Nehru jackets), cars (e.g., the Edsel), and toys (e.g., pet rocks), educational reforms tend to come and go, causing a flurry for some duration, but rarely influencing teaching practices in any lasting or significant way. According to Cuban (2004), and supporting the look-to-the-interactions perspective, there will never be a clear victory for either traditional or progressive education because students differ in their motivations, interests, and backgrounds, and learn at different speeds in different subjects. The bottom line is simply that there is no single best way for teachers to teach, or for children to learn, that optimally fits all situations. Features from both traditional and progressive ways of teaching and learning need to be incorporated into a school’s approach.
Bridging the Chasm With Research

The idea of improving teaching through the application of science has been around since the earliest days of organized teacher training. Dewey believed that the scientific study of child development would improve classroom instruction by suggesting ways in which teaching might be fitted to the learner (Dewey, 1916). It was not until the 1960s, however, that government-funded research began expanding toward present-day levels. And it was during this time (1960s and 1970s) that aptitude-treatment interaction (ATI) research flourished. But despite the fact that hundreds of studies were conducted, the jury remained out, and ATI’s popularity declined after the 1970s. It is likely that the reason for this decline is that the classroom data were confounded by many extraneous variables (e.g., personality of the teacher, instructional materials, classroom dynamics), making ATIs hard to find and difficult to interpret. During the 1990s, with the emergence of computers and the ability to control extraneous variables, interest renewed (see Shute & Towle, 2003, for more on this topic).

Anderson, Reder, and Simon (1996) provide compelling arguments in support of more research before the adoption of any educational techniques. They point out that new so-called theories of education are introduced into schools every day, solely on the basis of their philosophical or common-sense plausibility, but lacking in empirical support. Substantially more emphasis should be provided for responsible experimentation that explicitly tests such new ideas. In their article, they argue for the equivalent of an “FEA,” analogous to the FDA, requiring well-designed clinical trials for every educational “drug” introduced into the market place. Six years later, this idea has materialized in the form of the What Works Clearinghouse, established in 2002 by the U.S. Department of Education’s Institute of Education Sciences to provide educators, policy makers, researchers, and the public with a central and trusted source of scientific evidence of what works in education.

From the standpoint of science, experimental studies are far more convincing than descriptive and correlational ones, yet school personnel often ignore the more rigorous studies and adopt innovations suggested by the descriptive ones. For example, during the 1960s and 1970s, correlational studies suggested that enhancing self-esteem was related to improved achievement. This led to substantial
changes in teacher training and schooling. Experimental findings to the contrary were ignored. For example, Scheirer and Kraut (1979) showed that self-esteem and achievement are correlated mainly because achievement enhances self-esteem, not because self-esteem enhances achievement.

Educational Needs and the Factors Fostering Flux

Current circumstances make it important and urgent to move to a new way of thinking about and conducting education. Technological advances, growth in research on cognition and learning, and other factors make successful outcomes much more likely. Success depends on what we do. We are in an excellent position to create a sea change, responsive to some of the urgent needs in education.

The basic premise of this chapter is that the seascape of education is unquestionably ready for an extreme makeover, and our goal should be to guide its transformation in the best, most effective direction possible, based on results from research. One salient source of educational discord is the No Child Left Behind (NCLB) Act of 2001, with its requirements for increased assessment and school accountability. Hundreds (if not thousands) of articles appear in the press each day, describing phenomena like a national “grassroots rebellion” against the No Child Left Behind Act, as reported by organizations such as NCLBGrassroots.org.

NCLB Dissatisfaction In general, dissatisfaction with the NCLB Act is neither a rejection of accountability nor a lack of commitment to narrow the achievement gap. Rather, the shared sentiment among many educators in the field seems to be that the pressure to teach to the test undermines quality education and deepens the adversarial relationship between parents and teachers. More specific complaints raised against NCLB include the following: (a) it is an unprecedented federal intrusion into education, historically an area reserved for states; (b) its one-size-fits-all approach ignores the realities of good teaching and learning; (c) the law devotes too much valuable class time to test preparation; and (d) it is too narrow in its substantive focus, concentrating on reading and mathematics to the exclusion of such basic skills as communication and creative problem solving (see, e.g., Civil Society Institute, 2005; Kahl, 2003).
New 21st-Century Skills  Another factor contributing to the need for a sea change has to do with the aforementioned factory metaphor and its incongruence with our current information age. Students are not acquiring sufficient knowledge and skills to prepare them for careers in mathematics, science, and technology with the traditional approach to schooling, as evidenced by the Program for International Student Assessment (PISA) results (e.g., Lemke et al., 2004), described in more detail later in this chapter. Moreover, students today need new skills (e.g., information communication and technology [ICT] skills: how to define, access, manage, integrate, evaluate, and communicate information) to deal successfully with the deluge of data in the 21st century. The term “lifelong learner” describes this phenomenon and suggests (if not demands) that we change the way we structure learning and the way people access and acquire information and transform it into knowledge. Toward this end, we must figure out what skills we value, and support those for a society producing knowledge workers, not simply service workers. At the same time, we need to be cautious about moving from one extreme to the other, and to be informed by ongoing research-based tests of educational effectiveness, by which procedures, models, and curriculum are rigorously compared. “We need to look to science to give us answers. We need to engage our best researchers in research on how children learn ... and how instruction can be improved” (Paige, 2001).

Major Educational Trends of Today

Over the past 10 years or so, some major educational developments have emerged and gained dominance, as indicated by their increased popularity at educational and psychological research conferences. These trends are characterized by “new” models of teaching and learning, but on closer inspection, many appear very similar to ideas originally envisioned by Dewey. The most salient of these trends relates to curricula characterized by tightly integrated formative assessments that are diagnostic, criterion-referenced, linked to targeted instruction (or instructional prescriptions), and that fit the particular needs of the learner at just the right time (see Appendix for definitions of these terms).
Assessments Tied to Instruction  Bass and Glaser (2004) describe the principles of what they refer to as “informative assessments,” to draw attention to the instructional goal of improving student learning. They see the design of such assessments as having a substantial influence on the quality of information provided to teachers and students to support instructional decision making and more meaningful learning. This is, however, conditioned on presenting assessment results in an easy, intelligible, and actionable format—to both teachers and students. Shepard (2000) presents a constructive and comprehensive conceptual framework in which to house many of these new ideas and models. She describes how classroom assessment practices might be structured and implemented to be more effective in enhancing teaching and learning. She outlines the principles of a “social-constructivist” conceptual framework, bringing together cognitive, constructivist, and sociocultural theories as a reformed and nicely blended view of education.

Another good example of this blended approach can be seen in Web-based cognitive tutors called “assistments,” the merging together of assessment with instructional assistance into one system (see Razzaq, Feng, Nuzzo-Jones, et al., 2005, for more on the topic). Black and Wiliam (1998a, 1998b) very clearly establish the importance of formative assessments to both teaching and learning. They conducted a large research review of the relationship(s) between assessment and learning, and their landmark papers have had a major influence on both research and the teaching profession. In addition, they originated the widely used distinction between (a) assessment for learning and (b) assessment of learning.

Finally, and in line with the “best of both worlds” position of this chapter, Stiggins (2002) argues that both assessment of learning and assessment for learning are essential. Unfortunately, while assessment of learning is currently well-entrenched in our educational system (such as through NCLB), assessment for learning is not. We need to strike a better, more scientifically informed, balance. For example, if formative assessments (representing assessments for learning) were employed throughout the school year, then at the end of the year or marking period, the need for formal summative tests (a common type of assessment of learning) would be greatly reduced. To accomplish this goal would require that the student data—collected, analyzed, and recorded by the formative assessments—be valid, reliable, and of a manageable, actionable grain size.
**Student-Centered Practices**  Another trend appears to be renewed interest in student-centered approaches to teaching (e.g., Pellegrino, 2004), where teacher and student roles are basically redefined. The teacher becomes a facilitator of learning instead of the sole dispenser of knowledge, and students take more responsibility for their own learning. The main idea behind this approach is that learning is most meaningful when topics are relevant to the students’ lives, needs, and interests and when the students themselves are actively engaged in creating, understanding, and connecting to knowledge (McCombs & Whistler, 1997). Students will have a higher motivation to learn when they feel they have a real stake in their own learning. In keeping with the idea of bridging the chasm between the traditional and progressive approaches, implementing student-centered practices will require the provision of more freedom than is currently in place, but in a structured way. For example, students can use assessment information to regulate and guide their learning. Sharing assessment information with students is a way to empower them (e.g., Brna, Self, Bull, & Pain, 1999; Zapata-Rivera & Greer, 2004), thus transitioning to a new role for students—from passive assessment recipients to active participants. Furthermore, self-assessments can provide another source of evidence, contributing to a more complete picture of what the student really knows (e.g., Mitrovic & Martin, 2002; Zapata-Rivera, 2003).

**Cognitive Modeling**  The final big trend being applied to educational research is cognitive modeling, which refers to a set of ideas and procedures that come from cognitive psychology and computer science. Cognitive modeling is generally defined as the representation of what is inside the learner’s head: thinking, knowing, and learning. Cognitive models can help predict or control complex human behavior, including skill learning, problem solving, and other types of cognitive activities (e.g., Aleven & Koedinger, 2002; Anderson & Lebiere, 1998; Heffernan & Koedinger, 2002). Computer tutors that have been built using cognitive models have been very successful in improving student learning, especially in mathematics (e.g., Koedinger & Anderson, 1998). One major advantage we have today compared with even a decade ago, is technology to engender and support many of the reform ideas, some of which were presented nearly a century ago. It has often been said that Dewey was ahead of his time. Perhaps now his time has come, particularly given the confluence of (a) the growing
dissatisfaction with NCLB as a vehicle for educational reform (see Hart & Winston, 2005; Phi Delta Kappa, 2005); (b) the presence of the What Works Clearinghouse to evaluate new ideas and interventions; and (c) the collection of available technologies to support innovative ideas that were previously not easy, or even possible, to accomplish in the classrooms and culture of the past.

**Issues and Solutions**

For the remainder of the chapter, I will define specific educational issues and present concrete solutions, highlighting evidence-centered design (ECD) as a viable tool to design assessment to support learning. This will be followed by a description of the theoretical foundation and implementation of a prototype system we are currently developing at ETS. The system is designed to help struggling middle school students learn mathematics—specifically Algebra I content. The prototype exemplifies the idea of merging assessment and instruction to support learning.

The combination of fields needed to accomplish these objectives includes assessment design, cognitive psychology, educational measurement/psychometrics, artificial intelligence, instructional system design, educational psychology, and others as well. The bottom line, however, is that it’s *all about learning*, using informative assessments, tied to good instruction, integrated within the curriculum, and linked to state and/or national standards, in order to maximally support both teachers and learners.

**The Problems We Face**

In 2004–2005, the United States invested $536 billion in K–12 education, and another $373 billion for higher education (U.S. Department of Education, 2005). But although the U.S. is a world leader in education investment, nations that spend far less regularly achieve much higher levels of student performance (Lemke et al., 2004). The rest of this chapter will focus on assessments within the area of mathematics, but the arguments and findings are applicable to other areas as well, such as reading, science, and cross-cutting skills such as problem solving and reflection.
International Comparison of Mathematics Assessments  America’s 15-year-olds performed below the international average in mathematics literacy and problem solving, according to the latest results from PISA. The test, given in the spring of 2003, assesses the ability of 15-year-old students from various countries (including 30 of the most developed) to apply learning to problems with a real-world context (see Lemke et al., 2004). Students in the following countries outperformed the United States in mathematics literacy in 2003: Australia, Austria, Belgium, Canada, the Czech Republic, Denmark, Finland, France, Germany, Hong Kong-China, Iceland, Ireland, Japan, South Korea, Liechtenstein, Luxembourg, Macao-China, Netherlands, New Zealand, Norway, the Slovak Republic, Sweden, and Switzerland. These same 23 countries, plus Hungary and Poland, outperformed the United States in mathematics problem solving. U.S. 15-year-olds scored measurably better than their counterparts in only 3 of 30 nations on the new international test of problem solving in math. Moreover, the U.S. has the poorest outcomes per dollar spent on education. In short, U.S. students are performing poorly on mathematics tasks that involve transfer of learning and problem-solving skills. We need to bolster our students’ problem-solving skills to compete effectively internationally in the near future.

Widening Achievement Gaps  Shifting attention from the international to the home front, there are also some disturbing differences in mathematics achievement among U.S. student subpopulations. Despite substantial educational reform efforts directed at poor and minority students across the last two decades, current data show large and growing achievement gaps between ethnic minorities and white students (e.g., Haycock, 2001; Lee, 2002). For example, in 1990, there was a 33-point gap between the scores of black and white students on the National Assessment of Educational Progress (NAEP) mathematics test at the eighth-grade level. By 2000, the gap had grown to 39 points. Latino students were 28 points behind white students in 1990 and 33 points behind a decade later. In California in 2004, fourth- and eighth-grade black and Latino students were found to perform, on average, 3 years behind comparable groups of white students in mathematics. According to Mora (2001a, 2001b), it is reasonable to conclude that for students in California, the achievement gap is most likely due to factors such as language proficiency and
its impact on literacy, which relates to accessibility issues, addressed next. And linking PISA findings and the achievement gap, Bracey (2004) analyzed 2003 PISA data, excluding Asian, black, and Hispanic students from the sample. When ranking only white U.S. students in relation to students from the other 30 countries, the U.S. ranked as follows: reading: 2, math: 7, and science: 4.

**Accessibility** The third main problem we face concerns the need in K–12 education for better curricula, including embedded diagnostic assessments, that are more “universally designed”—that is, more accessible, effective, and valid for students with greater diversity in terms of disability and English language capability. A committee of the National Research Council recently examined accommodation policies for the NAEP and other large-scale assessments. They reported that, “Overall, existing research does not provide definitive evidence about which procedures will, in general, produce the most valid estimates of performance for students with disabilities and English language learners” (National Research Council, 2004, p. 6). In addition to the call for universally designed assessments, there are accessibility issues associated with instructional materials. For example, most classroom materials (books, chalkboard, quizzes, etc.) tend to be written in English, and are highly visual in nature. Obviously, this presents obstacles for individuals who are not fluent in English and/or have visual disabilities. *If content is not accessible, it cannot be learned.*

**Proaction** So what can we do about these troubling findings? Obviously, many variables contribute to the poor showing by U.S. students relating to students in other countries; and within the U.S., by ethnic minority students. One thing we can do is focus on developing and evaluating, in controlled research studies, valid and reliable tools—technological and methodological—that can expedite the development and implementation of informative assessments that help teachers to teach, students to learn, and learning outcomes to improve. A key component of informative assessments is valid diagnosis; and a key component of valid diagnosis is good evidence, i.e., performance data that form the basis for inferences about proficiencies. Fortunately, technological, educational, and psychological measurement approaches have advanced, and we can now more accurately diagnose student proficiencies. Information, collected
and analyzed from the student, can inform both the teacher (for decisions about what to do next, with the student or classroom) and the student (who can use the information to understand what he or she did wrong or right). In addition, proficiencies themselves may be validated through the examination of data. That is, careful inspection of the data provides valuable insights into whether the proficiencies are effective and useful, as defined, or whether they should be modified.

Research, methods, and models will now be described that can be used to design and implement informative assessments. This is followed by a description of a prototype system that is being developed at ETS as a possible solution to some of the major problems facing American education today.

Specific Solutions

This section begins with a brief review of relevant learning research; i.e., timely feedback, tailored content, and multiple representations. Together, these three areas form the research basis for the prototype solution described later in this chapter.

Timely Feedback  Timely feedback in the context of problem solving is generally viewed as important to enhancing student learning (e.g., Corbett & Anderson, 1989; Epstein, Lazarus, Calvano, et al., 2002). In addition to exerting positive effects on achievement, feedback has also been found to be a significant factor in motivating learning (e.g., Narciss & Huth, 2004). However, the story is not quite so simple. According to Cohen (1985), feedback is “one of the more instructionally powerful and least understood features in instructional design” (p. 33). Because of the many differences in types of feedback, results relating to its timing and effects on learning outcomes can conflict. Mathan & Koedinger (2002) review some conflicting results on the timing of feedback, and conclude that the effectiveness of feedback depends on the nature of the task and the capability of the learner. This suggests the need to further explore optimal ways to tailor the type and timing of feedback to learning tasks and to students’ individual needs and characteristics (e.g., Schimmel, 1988; Smith & Ragan, 1999).
Tailored Content  Adjusting learning environments and content to suit student needs can substantially improve learning (e.g., Corno & Snow; 1986; Shute, 1993). Computer-based adaptive learning systems are beginning to accommodate differences in learner interests, aptitudes, and background (e.g., Bajraktarevic, Hall, & Fullick, 2003; Conlan & Wade, 2004; De Bra, Aerts, Berden, et al., 2003; Papanikolaou, Grigoriadou, Magoulas, & Kornilakis, 2002; Weber & Brusilovsky, 2001). These systems effectively can act as personal tutors, build models of learners, and intervene with relevant information when needed. Technology has advanced to the point that we can more easily implement adaptive instructional techniques on the Internet (e.g., differential sequencing of content, depending on learners’ needs). See Brusilovsky (2003) and Brusilovsky and Vassileva (2003) for more on this topic.

Multiple Representations of Content  Finally, presenting alternative representations of the same concept (in tasks, examples, and so forth) can not only augment comprehension but also accommodate various disabilities, preferences, or learning styles. Research supports the importance of multiple-strategy use and representations in mathematics in terms of skill acquisition, understanding, and transfer (e.g., Katz, Lipps, & Trafton, 2002; Koedinger & Tabachneck, 1994; Tabachneck, Koedinger, & Nathan, 1994). The requirement for integrating different types of response formats, and hence representations, is also consistent with the research-based expectation in state and national standards that students should be flexible in moving across representations (tables, graphs, expressions). Moreover, developing and accessing multiple representations supports deeper understanding (e.g., Shafrir, 1999). Designing informative assessments with these three research-based features (timely feedback, tailored content, and multiple representations) is a reasonable response to counter some major educational problems. That is, with traditional education, by the time the results of high-stakes accountability tests are disseminated, it is usually too late to effect change in the classroom to address weak areas or misconceptions. We want to develop tasks that have been designed not only to provide feedback about the correctness of the response, but also provide guidance on areas of misconception, and are presented in a timely manner (usually immediately, with our solutions). Examples will
be provided later in this section describing a prototype system called MIM (Mathematics Intervention Module).

This kind of educational support system—with immediate diagnostic feedback, multiple and varied tasks, and tailored to a learner’s specific and current needs—is expected to significantly help students overcome procedural errors and areas of misconceptions. Furthermore, summary data provided to the teacher can allow her to modify the instructional approach and suggest further activities for a student or class based on targeted problem areas. The feedback can also be used by students to guide self-study and reflection. Over the long term, such an approach should help students understand the material better and improve their performance on high-stakes tests (Mory, 2004).

Methods for Developing a Prototype Solution

The research considerations and methods that we are combining in our prototype solution include (a) individual differences, (b) diagnostic assessments, and (c) instructionally rich learning environments. As part of this process, we are extending the scope of ECD, as originally formulated with its assessment design focus, to embrace learning as well.

Individual Differences  Individual differences are typically defined as persistent and measurable aptitudes or attributes that distinguish people from one another. These variables may be used to predict performance on some learning tasks (see Shute, Lajoie, & Gluck, 2000). Disparities among students that are relevant to education can be cognitive, affective, perceptual, or demographic, or can involve other characteristics. We need to accurately identify variables that affect learning, and then offer appropriate supports, as needed. A key word here is “appropriate,” as we need to ensure that accommodation for overcoming accessibility barriers, for example, does not also invalidate assessment results. The point is that students come to any new learning task with differing profiles. As educators, we want to take what we already know about students and add to that an understanding of what they are doing in real time in the learning environment. We can then combine that information with knowledge about strategies for bringing individuals to a higher level of knowledge, and adapt instruction to carry out those strategies. Valid and reliable cognitive
diagnoses, then, are essential to learning environments that adapt to users’ needs. According to Bass and Glaser (2004), taking full advantage of informative assessments requires the use of adaptive teaching techniques that yield information about the student’s learning process and outcomes. This allows teachers to take appropriate instructional actions and make meaningful modifications to instruction. Two approaches to adaptation are described below.

One way in which content can be customized for a student is through *microadaptation*, the real-time selection of content in response to a learner’s inferred knowledge and skill state (Shute & Towle, 2003; Vassileva & Wasson, 1996). Microadaptation occurs during the learning process and is sometimes referred to as domain-dependent adaptation. It can also be thought of as a set of small, ongoing formative assessments. Decisions about content selection are typically based on performance and on subsequent inferences of student knowledge and skill states.

The other approach to adapting content is through *macroadaptation*—the customization of content in line with learner qualities, such as stable cognitive or perceptual abilities. In contrast with microadaptation, macroadaptive decisions are domain-independent and are based on learner information that is usually, but not always, collected before instruction begins (see Shute, Graf, & Hansen, 2005; Snow, 1992, for more on this topic). Macroadaptation relates to decisions about the format and sequence of the content presented to the learner. For a review of some specific macroadaptive examples from the literature, see Shute, Lajoie, and Gluck (2000).

These two forms of adaptation are not necessarily incompatible and may, in fact, improve learning even more when combined. Microadaptation is typically applied to the problem of *what* to present and when to present it, while macroadaptation is applied to the issue of *how* it should be presented. The success of either type of adaptation, however, is a function of the validity and reliability of the underlying assessments.

*Assessment Design* Evidence-centered design (e.g., Mislevy, Steinberg, & Almond, 2000, 2003) provides (a) a way of reasoning about assessment design, (b) a way of reasoning about examinee performance, and (c) the means to unify and extend probability-based reasoning to assessment (e.g., to traditional standardized tests, classroom tests/quizzes, simulations, gaming environments,
and portfolios). The basic idea of ECD is to specify the structures and supporting rationales for the evidentiary argument of an assessment. By making the evidentiary argument explicit, the argument becomes easier to examine, share, and refine. Argument structures encompass, among other things, the claims (inferences) one wishes to make about a student, the observables (performance data) that provide support for those claims, the task performance situations that elicit the observables from the students, and the rationales for linking it all together. The three main models used in ECD are

- **Proficiency Model**: Establishes claims about a particular piece of knowledge, skill, or ability. The proficiency model describes what is to be measured, conditions under which the ability is demonstrated, and the range and relations of proficiencies in the content area.

- **Evidence Model**: Defines the evidence needed to support the claims. Evidence models describe what is to be scored, how to score it, and how to combine scores to support claims. These models thus establish the boundaries of performance and identify observable actions that are within those boundaries.

- **Task Model**: Identifies tasks that are able to elicit that evidence. Task models specify the inputs required to perform the observable actions as well as the outputs (work products) that result from performing the observable actions.

**Cognitive Diagnosis** To determine student strengths and weaknesses, and figure out the nature and extent of difficulties in a student’s problem solving efforts, we need to design tasks such that this information can be disentangled and interpreted in valid and reliable ways (see Hunt & Minstrell, 1996; Minstrell, 1992, 2001, for more on this topic). A good diagnostic assessment system should be able to infer proficiency estimates accurately for a student, at various grain sizes. This process begins with the design of a reasonable (i.e., accurate and informative) proficiency model, which provides the basis for task-level (i.e., real-time, formative) and overall (i.e., summative) level diagnoses to occur. This is a very challenging undertaking, and we are currently exploring ways to use cognitive models to integrate evidence of student knowledge gathered from a variety of formative and summative sources. Information from student interactions with tasks or problems is automatically analyzed based on preestablished scoring rules, to inform and update relevant proficiencies. Task-level diagnoses can provide immediate
support to the student via task-specific feedback; estimates of more general proficiencies provide the basis for decisions concerning what to do next, such as selecting a new task or offering other content to the student, providing practice, or some other instructionally helpful activity. This is all accomplished behind-the-scenes, on the computer, via selection rules and/or algorithms. Alternatively, diagnostic results can be handed off to the teacher in the form of instructional prescriptions or suggestions about what to do next, for the student or for the entire class.

Proficiency estimates can assume a variety of forms, from simple percent-correct data to probabilistic estimates of mastery of knowledge/skills using regression equations, to item response theory (IRT), multidimensional IRT models, or Bayesian networks (e.g., Hambleton, Swaminathan, & Rogers, 1991; Lord, 1980; Mislevy, Almond, Yan, & Steinberg, 1999; Reckase, 1997; Shute, 1995). In all these cases, diagnostic assessment requires students to do something (i.e., to produce a “work product”) in order to demonstrate knowledge/skill capability on specific tasks. The more student data collected, the more accurate the inference. Thus, it is very important in assessment design to ensure an array of activities with which a learner can interact, receive targeted feedback, and demonstrate his or her level of performance. Interpretation of proficiency is a function of the quality of the evidence collected. In a valid proficiency model, each piece of knowledge, skill, and ability is linked to more than one task so that evidence of a student’s performance can be accumulated in a number of different contexts. In a hierarchical proficiency model, evidence of one skill’s mastery can also feed into mastery estimations for related skills. An example of a proficiency model is presented later in the context of our prototype system, MIM.

Putting It All Together

To diagnose student status at the task level, and to infer student status at the proficiency level, we employ a variety of technological solutions in our assessments, such as automated scoring of different constructed response types, automatic item generation, adaptive testing, and the capability to present or simulate “authentic” problem-solving contexts. Again, it is important to ensure that each of
these are weighed against concerns for construct validity, equity, and
access (Bennett & Bejar, 1998; Shute, Graf, & Hansen, 2005).

For implementation of these ideas—which can run the gamut
from paper-and-pencil to computer delivery—consider the 4-pro-
cess model shown in Figure 6.1 (Almond, Steinberg, & Mislevy,
2002). This model specifies the following cycle, shown by the four
circles (i.e., main processes) at the corners of the figure: (1) select
a task (using a linear, adaptive, or other sequencing algorithm), (2)
administer the task, (3) collect evidence and score the response, (4)
update the student model, and return to the first step (i.e., select
the next task). This process continues until a termination criterion is
met (e.g., some preestablished threshold is exceeded, time runs out,
or there are no more tasks).

In summary, student responses to assessment tasks, as well as
patterns of responses, serve as the primary evidence of proficien-
cies. This information is culled directly from student behaviors and
work products as they interact with and complete items within an
assessment task (or task set). Based on exactly what the student
produces in response to a given problem-solving task (i.e., the

---

**Figure 6.1** Four-process model [modified from “Enhancing the Design
and Delivery of Assessment Systems: A Four-Process Architecture” by
ogy, Learning, and Assessment*, 1(5), 1-63. Copyright 2002 by the Journal of
Technology, Learning, and Assessment. Adapted with permission].
evidence), inferences can be made about the source of the problem or strength of a set of skills. Open-ended tasks typically invoke more varied evidence than do multiple-choice responses. ETS has been developing tools to analyze and evaluate various open-ended response types, discussed next.

Mathematics Intervention Module (MIM)

We are currently developing a mathematics intervention prototype, MIM, using ideas and methods described earlier in this chapter. The general topic was selected after consulting with teachers who identified Algebra I as a consistent obstacle for students; and within Algebra I, identified a few particularly difficult learning objectives or standards. We chose one of the most difficult objectives for our initial module: *Translate word expressions to symbolic expressions or equations and then solve and/or graph.*

What Is MIM and How Does It Work?

MIM is an online application designed to help students become proficient in state mathematics standards. The initial focus is on Algebra I, but it may be extended to other subjects in subsequent releases. The module is based on a proficiency model that describes the skills that must be mastered for a student to be judged proficient in that standard. Each module presents students with open-ended questions dealing with the various skills identified in the proficiency model. These questions require the student to respond with a number, an expression or an equation, a graph, or text, all of which are automatically scored.

Diagnostic Feedback All responses in the intervention module are automatically evaluated, with immediate and helpful feedback provided to the student. Feedback is directed at the error that the student has made, and is not simply, “Wrong. Please try again.” Similar to a human tutor, MIM attempts to give some indication of why the student’s answer was wrong. The student is given three attempts to answer each question correctly, with progressively more detailed feedback provided along the way if
the answers are incorrect. The correct answer, with an associated rationale, is presented if the student answers incorrectly three times. In addition, if the student is judged to be in need, the module presents a short (2–4 minute) instructional video that covers the problematic skill. These “instructional objects” reinforce the learning that is taking place as the student works through the questions and reads the feedback.

**Instructional Objects** A specific instructional object (IO) is presented in the case where a student has gone through all three levels of feedback for a given problem. There are about 16 IOs that have been developed for the current MIM prototype. Within an IO, the flow of instruction proceeds as follows: (a) introduce the topic using concrete and engaging context, (b) state a particular problem that needs solving, (c) provide relevant definitions, (d) illustrate the concept within different examples (both prototypical and counter-examples), (e) provide sufficient practice and interactivity, and (f) conclude with summary and reflection screens. Reflection activities can also be used to gather evidence of student knowledge, assuming that these activities are interactive. Figure 6.2 shows a screen capture from an IO on the topic of Use Properties of Equality to Simplify Equations. The IO begins by using a scale as an analogy to “balancing both sides of an equation.” A definition is presented, which explains why, mathematically, the scale is balanced. Following screens in the IO show examples of what happens—to the scale and the equation—when weights are added and removed.

**Practice Opportunities** Depending on classroom needs and other factors, the teacher has the option of assigning multiple-choice questions for additional practice on each skill. The teacher can (a) require these practice questions of all students who seem not to have mastered the skill, (b) make the practice questions optional, or (c) configure the module so that the practice questions are not delivered.

**Integrating Knowledge and Skills** The final section of the intervention module is a set of integrated open-ended questions that deal with a common theme or contextual situation. These questions reflect the standard as a whole. Like the open-ended questions earlier in the module, these integrated questions involve responses
that require the entry of a number, an expression or an equation, a graph, or text.

Information to the Teacher  After the student completes the intervention module, the teacher receives a summary report. In addition, the teacher can review the student’s entire session, viewing the student’s responses to each question. Classroom summaries are also available, so that teachers can see at a glance how their students are progressing on the target standard.

Proficiency Model  A proficiency model generally describes the skills that must be mastered to be judged “proficient” in relation to a specific standard, and displays the relationships among these skills. The simplified proficiency model shown in Figure 6.3 analyzes the standard: Translate word expressions to symbolic expressions or equations and then solve and/or graph. By working down the model, one can see how the component skills can be isolated. In this standard, “word expressions” means the information contained in a story, a contextual description, or some other real-life situation. At a high level, this standard can be divided into three parts, each
corresponding to a separate skill, and each represented by a node (three white ovals) on the model. The first skill is to translate the information given in the story into an equation or graph or some other symbolic expression. The second skill is to solve the equation, and the third is to graph the equation and obtain useful information from the graph. For the purposes of this model, we assume that the equations and graphs are linear.

The first skill (translate context to equations and/or graphs) can be further divided into several sub-skills. To translate contextual information into an equation or graph, one must first identify the variables, and then translate the operations (addition, multiplication, and so on) that connect the variables, and, finally, put it all together correctly to form the relevant equation. Each of these three skills is represented by a node within the model, and each node is connected to its parent node, \textit{Translate context to equations and/or graphs}. In addition, dotted lines connect the third sub-skill with the first two because the third sub-skill requires the proper application of the first two. As shown in the proficiency model, these nodes are faded. Due to constraints in the current project, we could not fully implement the mathematical content for these skills. Instead, we teased out part of this content area and displayed it as a separate skill—entering contextual information into a table and then translating the table into a linear equation or graph. This skill is displayed as a gray node, indicating that this is one of the skills implemented in the current release of the intervention module.

A similar analysis applies to the second high-level skill (solve linear equations). This skill can be divided into three sub-skills: (1) use the rules of algebra to simplify expressions, (2) use the rules of algebra to simplify equations, and (3) combine the first two skills to solve equations. Again, each of the three skills is connected to the parent skill. In addition, the third skill (\textit{Apply algebraic properties to solve equations}) is connected by dotted lines to the first two skills as it represents a proper application of the first two. All three of these nodes are displayed as gray because all three are implemented in the intervention module.

The third high-level skill (graph linear equations) is subdivided into three component sub-skills: understand intercepts, understand slope, and use knowledge of intercepts and slope to graph equations and determine equations from graphs. In
Translate word expressions to symbolic expressions or equations and then solve and/or graph.

**Figure 6.3** Simplified proficiency model for MIM (Fife, Shute, Underwood, & Graf, 2005).
addition, the *Understand slope* skill is further divided into two parts: *Understand slope geometrically* and *Understand slope analytically*. The “leaf nodes” (i.e., nodes with no children, or lower levels) are displayed as gray and are implemented in the intervention module.

*Example of an Integrated Task Set in MIM*

The following example is an isomorph of a problem from a set of ETS-owned content (Marquez, 2003). This integrated task set, as mentioned earlier, is presented at the end of the module, and its function is to assess the conjoined knowledge and skill elements. Finding a solution to the task requires the student to graph a line, find the equation of the line, identify the $y$-intercept and slope, state their significance in the context of the problem, and extrapolate data.

In the Music World Task, each node in the proficiency model may be linked, via different evidence models, to a number of tasks. As the student interacts with the system and answers questions, evidence is accumulated and the student model is updated. If a student demonstrates that she can calculate the slope using points on a graph and interpret what it means in the context of the problem, the corresponding nodes in the proficiency model will show higher estimates of mastery. Moreover, because of the hierarchical nature of the proficiency model, the parent node, “Understands slope,” may also automatically increase slightly. The converse is true for failing to solve the problem correctly. In general, proficiency information in the student model can highlight specific areas that need more instructional support.

*Diagnosis* To further facilitate the diagnosis of student performance, the system knows about a number of common misconceptions in relation to the skills in the proficiency model. To illustrate, in relation to the calculation and interpretation of the slope, some of the salient misconceptions and errors include inaccurate symbolic and graphical modeling of data, misunderstanding of slope as a rate of change, misinterpretation of slope and $y$-intercept in real contexts, and inability to use the equation of a line as a tool to predict linear behavior (i.e., extrapolation). These are used as indicators to help diagnose the problems with the knowledge and skills in the
proficiency model. A teacher or instructional module, armed with this information, can be considerably more effective in providing a targeted intervention.

**Scoring** Following are some general requirements for a student to get a maximum score per item element in the Music World example.

1. Graphs points correctly with respect to the axes.
2. a. Writes a correct equation for the line based on an accurate reading of the graph or correct calculations using a linear form.
2. b. Gives the correct slope based on the graph or the equation written in part 2a.

**Music World Task** You found a new Web site that claims to offer the best deal around for buying music CDs. The Web site isn’t clear about the cost for each CD or the cost of shipping and handling (except to say shipping is a flat fee), but it does give you the following information:

<table>
<thead>
<tr>
<th>Number of CDs Ordered</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Cost (with Shipping &amp; Handling)</td>
<td>$9</td>
<td>$14</td>
<td>$19</td>
</tr>
</tbody>
</table>

1. Plot the data in the table on the graph (provided). Draw the line that contains the data points.
2. Assume that total cost is a linear function of number of CDs ordered.
   a. Write an equation of the line that contains the data points. Show your work.
   b. What is the slope of the line that contains the data points?
   c. What does that slope represent in the context of this problem?
   d. What is the y-intercept of the line that contains the data points?
   e. What does that y-intercept represent in the context of this problem?
3. Your friend says that he can get 15 CDs from the Web site for $64.00. Is your friend correct? Explain.
2. c. *Gives clear and correct interpretation of slope in context.*
2. d. Gives the correct \( y \)-intercept based on the graph or the equation written in part 2a.
2. e. Writes clear and correct interpretation of \( y \)-intercept in context.
3. Writes an answer and justification that are correct, based on the equation given in question 2 or based on the graph in question 1.

Let’s look at requirement 2c in more detail. The learning objective is that the student can give clear and correct interpretation of slope in the context of the problem. The work product is a written (typed) response to an assessment item. The three levels are as follows:

- **Low:** Student describes something that does not relate to the contextual variables related to slope (i.e., something other than CD price and shipping and handling).
- **Medium:** (a) Student describes slope in correct definitional terms (rise/run), but with no link to the context; or (b) student describes the correct contextual variables, but with an incorrect relationship.
- **High:** Student describes the correct contextual variables with the correct relationship (total cost of each CD including shipping and handling).

Now suppose that a student types in the response, “Slope is the rise over the run,” which the system recognizes as correct but having no context. The system displays feedback appropriate to the inferred (common) error. For example: “You’ve told me the correct definition of slope, but you need to explain it in terms of the problem. For example, what do the rise and run in the graph have to do with the cost of CDs and shipping and handling?” The student then tries again, and the system uses progressive levels of feedback for scaffolded support of learning.

**Updating the Student Model** After each response, or some other defined interval, the system updates the relevant nodes in the student model. Thus estimates of relevant proficiencies would be updated according to the evidence model. The example above showcased an ETS tool called C-RATER that can capture and analyze text input. Another ETS tool can “read” points and lines on a graph, and compare values to scoring rules (Bennett, Morley, Quardt, & Rock, 2000). Diagnostic feedback can similarly be embedded in xml files for the task, and linked to different responses. See Figures 6.4 and 6.5 for an example of graph analysis and feedback.
Figure 6.4  Graph analysis with diagnostic feedback shown superimposed on the work product. Additionally, the program evaluates the expressions and equations that a student types (see Figure 6.5) for mathematical accuracy/equivalence. For more information on the various automated scoring methods, see Bennett, Morley, Quardt, and Rock (2000) and Bennett, Morley, and Quardt (2000).

Figure 6.5.  Equation analysis with diagnostic feedback shown on the work product.
Instructional Design  The various elements of an intervention module—the open-ended questions, instructional videos, and multiple-choice practice questions—are presented to the student according to a carefully planned instructional design, based on principles of assessment and instruction that have been developed by researchers at ETS (Kuntz et al., 2005). We used the principles underlying ECD to develop the underlying proficiency model, scoring rules, and informative assessment tasks, and incorporated into MIM the three research-based features to support learning discussed in this chapter: timely diagnostic feedback, tailored content, and multiple representations of concepts. Finally, we plan to pilot test the first MIM module, employing three learning conditions: control (classroom instruction only), practice (classroom instruction and practice problems on relevant topics), and treatment (classroom instruction and the MIM prototype). This will be administered to several hundred students in school districts in southern California. Of interest will be the value-added of MIM over the other two conditions in relation to student learning.

Summary and Conclusions

If we take no action to improve teaching and learning, we will just be using children as “extras” in a high profile political drama while undermining the social and economic prospects of the nation in the process.

Kurt Landgraf, 2001

The chasm between traditional and progressive educational philosophies, described in the beginning of this chapter, is real. And support on both sides is fervent. Neither position is an educational panacea—both have enormous strengths and serious limitations. I have suggested merging the best features from each into a unified and more powerful educational approach. There are two gifts we can give our students—one is roots, the other wings. The traditional approach provides the roots, and the progressive approach provides the wings. Table 6.1 characterizes four assessment variables (main role in the classroom, frequency of administration, typical format, and feedback) characteristic of each of the three approaches: traditional, progressive, and unified.

Evidence-based learning, an extension of evidence-centered design for assessment, forms the foundation of the unified approach
### TABLE 6.1  Assessment Variables Across Three Educational Approaches

<table>
<thead>
<tr>
<th>Role of Assessment</th>
<th>Traditional</th>
<th>Progressive</th>
<th>Unified</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Assessment of learning</strong></td>
<td>Assessment of learning, to quantify fixed and measurable aspects of learner knowledge, skills, and abilities. Used for accountability purposes, often with norm-referenced tests. Produces a static/snapshot of the student</td>
<td>Assessment for learning, to characterize important aspects of the learner. Focus is on aspects of student growth, employing criterion-referenced tests, used to help learners learn, and teachers teach better</td>
<td>Both assessments of and for learning have important roles in education. Need to know where the student started, where currently is, where heading, how the journey is progressing, and ultimately degree to which destination is attained</td>
</tr>
<tr>
<td><strong>Frequency of Assessment</strong></td>
<td>Infrequent, summative assessments using standardized tests. Focus is on product or outcome (achievement) assessment. Typically conducted at the end of a major event (e.g., unit, marking period, school year)</td>
<td>Intermittent, formative assessment. The focus is more process oriented (but needn’t exclude outcomes). Assessments of this type are administered as often as desired and feasible; monthly, weekly, or even daily. Administration is informal</td>
<td>Because assessments are embedded into the curriculum, a constant flow of evidence (student performance data) informs teachers and students. Data include both product (what) and process (how) assessment, as well as collaborative, negotiated, and/or self-assessment</td>
</tr>
<tr>
<td><strong>Format of Assessment</strong></td>
<td>Objective assessments, often selected responses. Focus on whether test is valid and reliable more than the degree to which it supports learning, per se</td>
<td>Constructed responses and authentic context, collected from multiple sources (e.g., quizzes, portfolios, self-appraisals, presentations)</td>
<td>Different task types and performance data are acceptable, from selected to constructed responses. Possible to extract data from problem-solving tasks, simulations, and other novel environments. Multiple representations used</td>
</tr>
<tr>
<td><strong>Feedback</strong></td>
<td>Correct or incorrect responses to test items and quizzes, or just overall score. Support of learning is not the intention</td>
<td>Global (proficiency) diagnoses attempted, with ways to improve (learning and teaching) suggested. Feedback is crafted to be helpful, rather than judgmental</td>
<td>Task-level and general diagnoses from item to proficiency level; procedural errors and misconceptions addressed and supported with immediate and timely help. Customized feedback is on the horizon</td>
</tr>
</tbody>
</table>

---

*This characterization is intended to convey general aspects of each approach in terms of these assessment variables, and should not be viewed as definitive categorizations.*
proposed in this chapter for the design and development of informative assessments that can contribute toward improved teaching and learning. The ETS tools and approaches described herein collect and analyze a variety of evidence from the student across extended periods of time. These data collectively serve as the basis for estimates of proficiency status. This approach for developing informative assessments involves explicitly linking performance data to claims about learner proficiencies via an evidentiary chain, and therefore is more likely to be valid for multiple intended purposes.

Given the range of technology and tools at our disposal, at ETS and elsewhere, assessment tasks can now handle a variety of representations as input and output (e.g., graphics, equations, and text responses). Even more input/output options are on the educational horizon, along with new models and technologies to support learning. Using these tools for assessment of and for learning, as in the unified approach, can support our teachers and students, and at the same time, satisfy the requirements of NCLB.

Lessons Learned  As noted earlier, Dewey’s innovative educational reform ideas did not pan out. What can we learn from that? First, the “school as a factory” metaphor undervalues and undermines teachers. For example, teachers have the very important responsibility of educating future generations of citizens, but their salaries are not nearly commensurate with their responsibilities, leading to a growing shortage of quality teachers. McCoy (2003) surveyed teachers in their first 3 years of teaching, to analyze reasons for teachers leaving the profession. The following categories were identified: societal attitude toward teachers, financial issues, time scarcity, workload, working conditions, and relationships with students and parents. Informative assessments cannot directly help with the first two issues (attitudinal and financial), but they can help with the last four—freeing up more time for teachers to do their jobs, reducing workload, improving working conditions, and fostering better communication and relationships among teachers, students, and parents. The second reason cited for the failure-to-thrive of Dewey’s ideas relates to the zeitgeist of practical education, and the consequent restriction of subject matter that occurred at the time. NCLB is threatening a similar shrinkage with its primary focus on mathematics, reading, and, soon, science. But so many other subject areas (e.g., history and art) comprise a well-rounded education. Another ramification of NCLB
is the current trend of teaching to the test. Informative assessments can help reverse that trend by providing ongoing information about the student (to the teacher, student, parent, and so on), thus reducing our currently heavy reliance on formal standardized tests (see Pellegrino, 2004). This, in turn, could re-focus education on its primary mission, which is ensuring that our children learn the things they need to learn to contribute as well-adapted, effective members of society.

The third reason that Dewey’s ideas did not become widely implemented concerns the use of measurement in his era. Although student abilities and intelligence were extensively “measured,” it was not done to help them learn better or otherwise to progress. Instead, the main purpose of testing was to track students into appropriate paths, with the understanding that their aptitudes were inherently fixed. Thankfully, we have evolved in our thinking since then. We also have considerably more tools and techniques to promote learning, as described in this report. Students and teachers are both expected to benefit from (a) a unified approach to education, and more specifically, (b) informative assessments. For students, tailored content means that they receive subject matter based on their specific needs. Needs are determined from prior performance data from the student. Content is tailored to individual proficiency levels—not too easy or too hard. Other types of adaptations are possible as well, as discussed earlier. In addition, diagnostic feedback is believed to enhance learning by providing immediate diagnosis, assistance, and challenge, in relation to problematic and successful areas. Finally, working with multiple representations of concepts promotes flexible and deep comprehension. All these features, and others as well, are expected to increase learning, but must be subjected to rigorously controlled evaluations.

From the teacher’s perspective, timely and flexible reporting of informative assessments permits the teacher to generate and view reports that show performance of students—as individuals, as groups, and as a whole class, and so on. These reports-on-demand can be used to modify instruction, exactly when it really counts—when students reach an impasse or when they display clear misconceptions. Reports can also show progress over time, as opposed to just a snapshot, for individual students as well as for the class. When coupled with instructional prescriptions or suggestions about what to do next, the reports would be even more valuable to teachers.
As a country, we are poised, with our current collection of research, approaches, and tools, to make a substantial, positive sea change to education. This chapter illustrates the pros and cons of different educational approaches and philosophies and advocated the integration of the “best of both worlds” in a unified approach. This needs to begin with a rational understanding of what we value in terms of proficiencies to be instructed and assessed, now and with an eye toward the future. Knowing what a student knows comes from obtaining quality evidence, which in turn is obtained from carefully designed assessment tasks. The approach described in this report is intended to be powerful, for students and teachers, especially when joined with sufficient practice opportunities and targeted feedback. The next step is to systematically test these ideas, and others that follow, in a series of controlled evaluations. The key to accomplishing our sea change goal is to work in a unified manner, toward a shared vision of excellent education for all.
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Appendix: Definitions of Different Types of Assessments

Assessment can be conducted at various times throughout the school year or instructional program. Moreover, the format and purpose of the assessment can differ. Following are definitions of different assessments, as used in the context of this chapter.

- **Formative Assessment.** Formative assessment is usually done at the beginning or during a program, providing the opportunity for immediate evidence for student learning in a particular course or at a particular point in a program. The purpose of formative assessment is to improve quality of student learning and should not be evaluative or involve grading students.

- **Summative Assessment.** Summative assessment is comprehensive, provides accountability, and is used to check the level of learning at the end of the program. Program goals and objectives often reflect the cumulative nature of the learning that takes place (or should occur) in a program. Summative assessment is conducted at the end of the program to ensure students have met the program goals and objectives.

- **Diagnostic Assessment.** Although some educators view diagnostic assessment as a component of formative assessment, most consider it a distinct form of measurement (e.g., McMillan, 2001). In practice, the purpose of diagnostic assessment is to determine, prior to instruction or during the course of learning, each student’s strengths, weaknesses, knowledge, and skills. Determining this information allows the teacher to remediate students and adjust the curriculum to meet each student’s specific needs.

- **Criterion-Referenced Testing.** Criterion-referenced testing (CRT) is based on a well-specified domain with items appropriately sampled, and with the intention of making an inference about the degree of mastery a student attains in relation to the domain. Scores on criterion-referenced tests indicate what individuals can do—not how they have scored in relation to the scores of particular groups of persons, as with norm-referenced tests.

- **Norm-Referenced Testing.** Norm-referenced testing (NRT) compares a person’s score against the scores of a group of people who have already taken the same exam, called the “norming group.” Scores are usually reported as percentile ranks. Most achievement NRTs are multiple-choice tests, although some also include open-ended, short-answer questions. The questions on these tests mainly reflect the content of nationally-used textbooks, not the local curriculum. NRTs are designed to “rank-order” test takers to compare student scores.
Endnotes

1. The expression “sea change” in general refers to a profound change in the nature of something. The phrase appears to have originated in Shakespeare’s *The Tempest* (I,ii).

2. See the Appendix for definitions of various types of assessments as used in the context of this chapter.

3. Addressing the basis for this ideological war over the best ways to teach, Cuban (2004) provides this interesting perspective, that the enduring quarrels are “proxies for deeper political divisions between conservatives and liberals on issues ranging from environmental protection to foreign policy. There are, of course, liberals who believe in traditional education and conservatives who embrace progressive ideas, but the lines are fairly well drawn” (p. 71).

4. The nine models are (1) Direct Instruction Model (University of Oregon); (2) Behavior Analysis Model (University of Kansas); (3) Language Development (Bilingual) Model (Southwest Educational Developmental Laboratory); (4) Cognitively-Oriented Curriculum (High Scope Foundation); (5) Florida Parent Education Model (University of Florida); (6) Tucson Early Education Model (University of Arizona); (7) Bank Street College Model (Bank Street College of Education); (8) Open Education Model (Education Development Center); and (9) Responsive Education Model (Far West Laboratory).

5. Briefly, “Direct Instruction” refers to a highly structured instructional approach, designed to accelerate the learning of at-risk students. Curriculum materials and instructional sequences attempt to move students to mastery at the fastest possible pace. Teachers follow scripts and the focus is on basic skills.

6. Some currently-popular terms related to progressive education have been summarized by Hirsch (1996), including lifelong learning, developmentally appropriate instruction, situated learning, cooperative/collaborative learning, multiple intelligences, discovery learning, portfolio assessment, constructivism, hands-on/experiential learning, project method, integrated curriculum, higher-order thinking/learning, and authentic assessment.

7. Diagnoses in this context refer to accurate analyses (measurement and reporting) of what the student knows and does not know, and to what degree.

8. While many ideas in constructivism come from cognitive psychology, it also embodies ideas from developmental psychology and anthropology.

9. ECD adheres to the guidelines for assessment design established by within a recent report by the National Research Council, “Knowing What Students Know” (Pellegrino, Chudowsky, and Gluser, 2001),
which identify three key, interconnected elements for assessments: (1) **cognition**: a theory of what students know and how they develop competence in a subject domain; (2) **observation**: tasks or situations used to collect evidence about student performance; and (3) **interpretation**: a method for drawing inferences from those observations.

10. “Counterpart” refers to similar students, based on age and grade, who reside in different countries. For more on international standing and comparisons among NAEP, TIMSS, and PISA results, see http://nces.ed.gov/timss/pdf/naep_timss_pisa_comp.pdf. The main difference between the two international analyses (TIMSS and PISA) is that TIMSS is the U.S. source for internationally comparative information on mathematics and science achievement in the primary and middle grades, while PISA is the U.S. source for internationally comparative information on the mathematical and scientific literacy of students in the upper grades at an age that, for most countries, is near the end of compulsory schooling.

11. NAEP scores range from 0–500, and are divided into four categories: Below Basic (0–261), Basic (262–298), Proficient (299–332), and Advanced (333–500).

12. In this context, grain size refers to the scope or generality of a proficiency. For instance, a large grain size, and hence general proficiency would correspond to, say, the course level (e.g., Algebra I concepts and skills). A small grain size, thus more specific proficiency may be a particular skill (e.g., can calculate slope from points). Between these extremes are additional levels of aggregation and generality. For more on the topic, see McCalla and Greer (1994).

13. “Student model” refers to a proficiency model that has been instantiated with information (estimations of mastery) in relation to a particular student.

14. This comes from an internal ETS effort to map alignments among state standards, and while it is not a specific state standard, it aligns well with actual state standards, such as Nevada: Translate among verbal descriptions, graphic, tabular, and algebraic representations of mathematical situations; West Virginia: Translate word phrases into algebraic expressions or word sentences into equations and inequalities; and Texas: Translates among and uses algebraic, tabular, graphical, or verbal descriptions of linear functions.

15. An example of a question requiring a textual response is, “Explain in words how you know that….”

16. The common errors, per item, were identified after we reviewed answers to about 500 paper-and-pencil tests covering all eight proficiencies, in each of the four variants (graph, numeric, expression/equation, and text), and with two difficulty levels (easy and hard).
After the tests were scored, incorrect responses, per item, were examined and tallied in a spreadsheet. The more frequent errors were further analyzed to infer misconceptions or procedural bugs underlying them.