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Abstract: In this chapter we argue for the importance of basic research on the pedagogy of automated instruction, and outline a relevant research project currently underway at the Armstrong Laboratory. The goal of the project is to delineate general principles as well as specific guidelines for developers of automated instruction. The project seeks to contribute to knowledge of automated instruction in the following four ways. First, we are supporting the development and use of a task-decomposition taxonomy to promote and support synthesis of results across studies. Second, we are developing a set of standard criterion tasks that will allow benchmarked comparisons of instructional approaches. Third, we are developing automated instructional systems, including Intelligent Tutoring Systems (ITS), based on formal theories of knowledge and skill acquisition. Fourth, we are rigorously evaluating these instructional systems in a controlled laboratory setting. In this chapter, we briefly describe this approach to conducting basic research on automated instruction, and then present three examples of research findings from our laboratory: (a) An alternative approach to using computer resources in training environments that, for certain classes of tasks, quadruples the number of trainees that may be trained with fixed training resources; (b) An inexpensive instructional intervention that significantly reduces or eliminates the post-training gender gap in performance of a highly spatial, complex dynamic control task; and (c) A simple, inexpensive intervention that reduces post-training error rates by 20% and performance latency by 33% in a procedural console operation task. We conclude by briefly discussing the implications of these findings for developers of automated instruction.
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Introduction

Automated instruction is now commonplace. Most major software packages today include "tutorials" as a means of teaching new users about the software. Business and industry routinely use automated instruction, as evidenced by the wide array of Computer-Based Training (CBT) authoring systems on the market today. There are also several Intelligent Tutoring System (ITS) authoring packages under development [1, 8, 21]. This trend suggests that automated instruction will be even more common in the future than it is now. As powerful microprocessors become increasingly inexpensive, and as authoring systems reduce development time and expense, we are likely to see more automated instruction developed.
delivered, and sometimes even used. But what are the chances that it will be high quality (i.e., pedagogically sound) automated instruction?

There is good evidence that carefully developed automated instruction can be instructionally effective. For example, in the past ten years, many ITSs have been built incorporating various approaches to instruction, diagnostic student modeling, and remediation, and a subset of those systems have been formally evaluated. Stone and Regian [13] reviewed four ITSs that have undergone empirical evaluation: (a) The LISP tutor, which teaches programming in LISP [2]; (b) Smithtown, which teaches scientific inquiry skills in the context of microeconomics [17, 18]; (c) Sherlock, which teaches avionics troubleshooting [10]; and (d) Bridge, which teaches programming in Pascal [16]. The results of these evaluations were impressive. Learning efficiency (rate) with ITSs was accelerated in comparison to control conditions. Students acquired the subject matter faster from ITSs than from traditional environments. Subjects working with the LISP tutor learned the knowledge and skills in 1/3 to 2/3 the time it took a control group to learn the same material. Subjects working with Smithtown learned the same material in 1/2 the time it took a classroom-instructed group. Subjects working with Sherlock learned (in 20 hours) skills which were comparable to some of the key skills possessed by technicians having almost 4 years experience. Subjects learning from the Pascal ITS acquired in 1/3 the time, equivalent knowledge and skills as learned through traditional instruction. With regard to learning outcome, ITSs again performed well in comparison to control conditions. The LISP tutored group attained the same (or in one study, 43% better) criterion scores as a control group not using the tutor. Results from the Smithtown analysis showed that students learned the same material as a classroom group, despite the fact that the tutor focused on the instruction of scientific inquiry skills, not the subject matter. The outcome data from subjects using Sherlock showed increases in scores comparable to an advanced group of subjects and significantly better than a control group. In all cases, individuals learned faster, and performed at least as well, with the ITSs as subjects learning from traditional environments.

What can we make of these findings? More importantly, what can the instructional development community make of these findings? It is important to note that, as always, there is a selection bias for publication of successful instructional interventions. Thus, while these published evaluations are good reason for optimism, they must be weighed against the total number of automated instructional systems that have been developed. Do these findings imply that instructional developers in business, industry, defense, and education are now prepared to build excellent automated instruction? In our experience, the answer is no. These instructional developers are typically not aware of the literature cited here, nor would it be particularly useful to them if they were. Some of the reasons for this are:

1. The authoring packages commonly available today do not support "intelligent" pedagogy at run-time. Although a few ITS authoring packages are emerging, they are not yet ready for general use. The expense involved in building intelligent instruction is still prohibitive for most organizations.

2. The jargon and prior knowledge required to understand the literature prevents access by instructional developers in applied settings. Even so the initiated, it is typically not clear how to generalize from the results of published studies to new instructional domains. Many real-world instructional domains differ on several dimensions from the instructional domains discussed in the literature.

3. The available literature is not intended to be prescriptive, and is too dispersed to be useful to the applied community. It is also incomplete in that the selection bias for publication of effective interventions limits the availability of negative information. If one cannot easily learn from the literature how to build ITSs, it is even more difficult to learn what not to do.

Invariably, successful ITSs have been built by teams of researchers with years of experience in the fields of education, psychology, computer science and whatever discipline is the target of instruction. The tacit knowledge brought to bear by these teams is both broad and deep. With regard to building instruction, which seems obvious and self-evident to John Anderson, William Clancey, Allen Newell, or John Self is not obvious to the average instructional developer. Applied instructional developers cannot be guided by their intuitions on key issues of pedagogy. In applied settings, instructional developers tend to be guided by broad frameworks such as CBE's nine events of instruction, or the Instructional Systems Design (ISD) process [7]. These frameworks provide little more than procedural checklists for instructional developers. Although they provide useful information about what needs to be done in developing instruction, they tell very little about how to do it.

In our work with instructional developers in applied settings, we are often asked to provide practical "how-to" information. In the long run, we believe that one of the key roles of Artificial Intelligence in education and training should be to provide instructional developers with ready access to general principles and specific guidance on the pedagogy of automated instruction. Regardless of whether the delivered system is to be a non-intelligent CBT system or a sophisticated ITS, expert systems should be able to guide the developer during the development process. After an extensive review of the literature on automated instruction [11], we concluded that clear and consistent guidance on the pedagogy of automated instruction is not available. Rather, studies on instruction are often plagued by noisy data, methodological flaws, small samples, and various unfortunate constraints arising from the realities of educational environments. Donchin described some of the problems as follows:

As my colleagues and I examined the literature on training and practice, we became increasingly, and painfully, conscious of the fact that it is very difficult to integrate the studies we were reviewing. The theoretical acumen and the ingenuity of previous investigators was beyond reproach. A vast number of papers had been published within such domains as "learning theory," "training," "motor behavior" and similar areas. However, it was quite evident that the diversity of paradigms and theoretical approaches within which the phenomena were studied, and the models tested, made it very difficult to compare results across studies. The many contradictions which are frequent in any body of literature were difficult to resolve because much of the conflict could be attributed to the different settings, and paradigms, in which the phenomena were studied. [4]
A Program of Research on Automated Instruction

Our approach to basic research on the pedagogy of automated instructional systems may be depicted as involving four basic tenets, characterized as follows.

1. Adopt a standardized taxonomic characterization of human performance to guide research and support generalization of principles. In order to generate guidelines for developers of automated instruction, we feel it is important to establish a clear and concise language for describing task characteristics. In order to do so, we are beginning to develop a standard set of primitives for describing task performance. Using a taxonomy of such primitives, one should be able to generalize across research findings, as well as from research findings to new tasks for which one seeks to build instruction. A team of researchers including: John Anderson, Arthur Fisk, Earl Hunt, Alan Lesgold, Jim Pellegrino, and ourselves have drafted an initial task performance taxonomy for this purpose. We are planning to publish the current form of the taxonomy in an appropriate forum, although we expect that the taxonomy will continue to evolve based on empirical results.

2. Design and develop a set of minimal tasks that serve as benchmarks for pedagogical research. Our goal is to compare the instructional effectiveness of alternative instructional interventions derived from various theories of knowledge and skill acquisition. In order to do so, we have developed a set of criterion tasks, guided by our taxonomy, that are designed to be laboratory analogs of a broad spectrum of real-world instructional domains and tasks. We are currently making the first set of criterion tasks available to interested researchers. Two representative criterion tasks, Space Fortess and Louders, are discussed later in this chapter. The set of criterion tasks will continue to grow with time. In 1992, we will begin to provide funding for interested researchers to develop additional criterion tasks.

3. Develop theory-based, automated instructional systems for these criterion tasks. We have an in-house research program that is already studying pedagogy, using performance on our criterion tasks as the outcome measures. We are developing automated instruction for the criterion tasks, and providing extramural funding to qualified researchers who are willing to focus their instructional interventions on one or more of our criterion tasks.

4. Empirically compare performance on the criterion tasks after various instructional interventions. We have built a research laboratory (Co-Lab, for Cooperative Laboratory) with funding, personnel, hardware, and software to support 50,000 hours of subject-data collection per year. For each of the studies we conduct in the Co-Lab, subjects are hired, year-round, through temporary personnel services. Our subjects are retained for from three hours to three months, with sample sizes ranging from 30 to 500. Because of this unique situation, we are able to specify target-population characteristics for the studies, and then hire subjects who conform to the specified characteristics.

Representative Studies

In this section, we briefly describe a few of our studies (and some preliminary results) from the first year of this research program. To achieve brevity, we focus on only one of our criterion tasks (currently there are 14), Space Fortess, and Louders. Our goal in outlining these studies is to give a flavor of the types of research we are conducting.

Space Fortess Research on Small-Group Pedagogy. Space Fortess is a video game-like laboratory task with a long record as a research tool for studying the training and acquisition of high-performance skill (see Volume 71 of Acta Psychologica, 1989). This extremely complex dynamic control task was originally developed at the University of Illinois under funding from DARPA (the Defense Advanced Research Projects Agency) as part of the Learning Strategies project [4]. We have developed an updated version of the program to run in our laboratory, with more flexibility than the original for research purposes. Shebliske and Regian [13], and Shebliske, Regian, Arthur and Jordan [14] report some of the research conducted in our laboratory using Space Fortess. We have learned that for this task, it is possible to train up to four trainees on a single computer while achieving individual performance levels equivalent to those attained by trainees trained in the same amount of time on four separate computers (see Figure 1). This is achieved by virtue of a training protocol involving a combination of whole-task practice, shared part-task practice, and observational learning among trainees.
Figure 1: Comparable performance by students who trained alone, in pairs, or in groups of four on a single computer. Scores are based on test trials where students performed alone, with training time held constant across groups.

Based on these findings, we are beginning to design prototype instructional systems which operate from the perspective of small-group pedagogy rather than individual pedagogy. It is not our intention to argue that student modeling for individualized instruction is not feasible. Rather, we argue that, in some instructional settings with some kinds of tasks (or at certain stages of skill acquisition), automated instruction may be more cost-effective or even more instructionally-effective when designed for small groups rather than for individuals.

We are observing clear and specific benefits of small-group targeted instruction. For example, by focusing on subcomponents of the target task, students are able to master these components more completely. During observation periods, students are able to learn about task complexities and alternate strategies by observing other students performing the task. Requiring students to perform the entire task regularly enables them to integrate task components. The common desire for better group performance leads students to teach one another, benefiting both the provider and the recipient of the instruction. Since students diagnose and remediate each other's performance, the difficult problems of automated diagnosis and natural language processing are avoided. By teaching multiple students simultaneously, the requisite hardware investment is reduced, as are demands on human instructor time.

Space Fortress Research on Gender-related Performance Differences. In Space Fortress, as with many tasks involving significant spatial components, there is a robust gender effect (see Figure 2). Men typically outperform women on spatial tasks, including static spatial tasks (e.g., mental rotation, mental paper folding, form boards) as well as dynamic spatial tasks (e.g., collision estimation, dynamic control of moving figures). There has been a long-running argument over whether this gender difference in spatial performance is due to nature (hard-wired attributes) or nurture (differential experiences growing up). There is clear evidence for both—some of the difference has been shown to be related to differences in testosterone levels [9, 20] and some due to experiential differences.

Figure 2: Initial performance differences between males and females on Space Fortress tend to increase after extensive practice at the task.

We have been using Space Fortress to look at instructional interventions that might overcome the experiential deficits. We were surprised to find a very simple intervention that seems to go a long way in this direction; namely, placing women in discussion groups with men. We had female subjects participate in brief but regularly-occurring (and specifically structured) discussion groups with male subjects, to talk about Space Fortress strategy and tactics. This simple intervention dramatically increased women's Space Fortress performance. Figure 3 shows that, on average, short discussion groups which follow practice sessions produce a small positive effect on men's skill acquisition, but a significant positive effect on women's. The women under this treatment perform nearly as well as the men.
Figure 3: Initial performance differences between males and females on Space Fortress are significantly reduced by a simple intervention. Short group discussion periods after each training session have a large positive effect on female performance.

Loader Research on Mental Models during Training. Loader is the name of a complex procedural task designed and developed in our laboratory [5]. It requires subjects to execute long sequences of console-operation actions (e.g., button presses, switch activations, dial rotations) to accomplish specific goals. The task is based on a simulated console which controls railroad cars, tracks, and cranes in a fictitious railroad yard. Loader is operated through a graphical user interface developed in Asystrix Toolbar, running under Microsoft Windows. The task is designed to be a laboratory analog of procedural operations and process control tasks, which are common in industrial and defense settings.

We hypothesized that acquisition of Loader performance skill would be accompanied by the development of a dynamic mental model linking console actions to events in the "railroad yard." That is, in the process of learning to carry out a specific sequence of actions to accomplish a goal, one would come to imagine the corresponding events in the railroad yard, even if the operator could not actually see the yard while operating the console. We therefore conducted the following experiment [6]. Forty subjects were shown a simple, static, bird’s-eye view of the railroad yard indicating the layout of tracks, the initial location of cars, and the locations of bins and the crane. Subjects were told that they would learn to operate a console that would enable them to move the cars around on the tracks, and that moving the cars was necessary to access the storage bins. Furthermore, they were informed that the crane was needed to move canisters between bins and cars. Subjects were randomly divided into two groups (i.e., dynamic model vs. no model). During training, both groups received identical text-based instruction in an instructional-window above the Loader interface. One group, however, additionally saw a dynamic version of the bird’s-eye view of the railroad yard. After training, both groups were tested under identical conditions. They were asked to perform the complete procedure without guidance and without access to either type of railroad yard representation. The results were striking. Rather than becoming dependent on the animated rail-yard model, subjects in the dynamic model condition apparently internalized the model, as evidenced by their performance after the model was removed. Post-training performance was significantly faster (Figure 4) and less error-prone (Figure 5) for subjects trained with a dynamic graphical model compared to the no-model condition.

Figure 4: Providing subjects with a simple graphical model of a complex procedural task has no effect on latency during practice, but significantly reduces latency after the model is no longer available.
Discussion

In this chapter, we have outlined our approach to conducting laboratory research on the pedagogy of automated instruction. We believe that such an approach is an important first step in achieving the goal of providing instructional developers with both general principles and specific guidance on the pedagogy of automated instruction. It is important to note, however, that laboratory research alone (as illustrated in this chapter) cannot answer all questions of pedagogy. Field research is also important (e.g., conducting studies on instructional effectiveness directly in high school classrooms or industrial training areas). It is actually the interplay between laboratory and field research that will ultimately provide answers to pedagogical research questions.

Consider the relationships depicted in Figure 6. First, an inverse relationship exists between internal validity (which can be optimized in laboratory-based experiments) and external validity (which can be optimized in field-based experiments). In pedagogical research, increases in external validity tend to produce a decrease in internal validity (see Shute & Regian, in press, for more on this topic). Thus, as you increase your ability to generalize pedagogical findings to applied settings, you lose the level of experimental control afforded within the laboratory. We believe that the solution to this conundrum is to initially develop and test pedagogical principles in a laboratory setting with careful attention to experimental control. Promising approaches should then be tested in increasingly field-like settings, and ultimately in applied settings with careful attention to external validity. The second point we wish to highlight in Figure 6 is that we believe research on pedagogy should be both driven by theory and constrained by data (or empirical observation). This is represented on the graph in Figure 6 by the sine wave iterating between theory and data. Theory is important in generating potentially fruitful hypotheses about teaching and learning, and in driving generalizations about pedagogical effectiveness across instructional domains. Empirical observation is important to test, often and rigorously, how our ideas fare in reality. Only empirical data, with appropriate comparison conditions, can provide convincing documentation on the effectiveness of theory-based instruction.

Figure 6: Inverse relationship between internal and external validity, and cyclical relationship between theory and data-driven experimentation.

We have often been perplexed by the minimal effectiveness of theoretically-sound instructional interventions, and then surprised by the enormous power of relatively simple interventions. Theorizing about instruction without appropriate data is like studying astronomy without a good telescope. Your theories are likely to seem perfectly reasonable -- as far as you can see, that is.
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Abstract: This chapter presents the results from a study examining the relationship between practice, performance, and learning. We compared two versions of an intelligent tutoring system differing only in the number of problems that needed to be solved per problem set (abbreviated = 3 problems, extended = 12 problems). Our hypotheses were that abbreviated subjects, in comparison to extended subjects, would: (a) take less time to complete the tutor because they had fewer problems to solve, (b) perform worse on the posttest measures (accuracy and latency), and (c) demonstrate poorer transfer of knowledge and skills across tutor problems given fewer practice opportunities. We found that, while abbreviated subjects did take significantly less time to complete the tutor than extended subjects, both groups performed equally across all outcome measures. Componential skill analyses enabled us to track the course of skill acquisition during practice, and predict the degree of skill transfer afterward. We conclude with suggestions for the development of efficient automated instruction.
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Introduction

The purpose of this chapter is to examine the effects of practice on within-tutor performance and learning outcome. The relationship between practice and performance addresses the issue of how practice influences learning rates, errors, and the degree of successful transfer during the learning process [13]. And the relationship between practice and outcome addresses how practice affects what learners ultimately walk away with at the end of a learning task, including retention, application, and transfer to some novel task. Both of these relationships are believed to follow the well-documented tenet: "Practice makes perfect" [13, 5, 11, 15] as well as the related tenet: When the number or variety of example problems is restricted, skill acquisition tends to be rapid, but transfer tends to be weak [4, 7]. In this chapter, we submit both of these trends to an experimental test to determine just how much practice makes perfect, what is weak transfer, and so on.

Another relationship we are interested in exploring, but which is not so clear, exists between performance and outcome. It seems reasonable to assume that acquisition performance is a good indicator of "learning." However, Schmidt and Bjork [10] have shown how, relative to a "standard" condition, practice environments that show little improvement, or even decreased performance during skill acquisition, may actually produce improved outcome performance. What is ultimately learned may therefore be poorly reflected by...