A Generalized Competency Model of Collaborative Problem Solving

Chen Sun\textsuperscript{a}, Valerie J. Shute\textsuperscript{a}, Angela Stewart\textsuperscript{b}, Jade Yonehiro\textsuperscript{b}, Nicholas Duran\textsuperscript{c}, and Sidney D’Mello\textsuperscript{b}

\textsuperscript{a}Florida State University, Tallahassee FL 32306, USA
\textsuperscript{b}University of Colorado Boulder, Boulder CO 80309, USA
\textsuperscript{c}Arizona State University, Phoenix AZ 85069, USA

Corresponding author: Chen Sun

email: cs15c@my.fsu.edu

Declaration of Interest
We wish to confirm that there are no known conflicts of interest associated with this manuscript.
A Generalized Competency Model of Collaborative Problem Solving

Abstract

Collaborative problem solving (CPS) is an essential skill in the 21st century. There is a need for an appropriate framework and operationalization of CPS to guide its instruction and assessment across multiple domains. Accordingly, we synthesized previous research on CPS to construct a generalized CPS competency model (i.e., skills and abilities) consisting of the following core facets: constructing shared knowledge, negotiation/coordination, and maintaining team function. Each facet has two sub-facets, which in turn, have multiple verbal and nonverbal indicators. We validated our model in two empirical studies involving triadic CPS, but in very different contexts – middle-school students playing an educational game in a 3-hour, face-to-face session vs. college students engaging in a visual programming task for 20 minutes via videoconferencing. We used factor analyses to investigate whether the empirical data aligned with our theorized model. Correlational analyses provided evidence on the orthogonality of the facets and their independence to individual differences in prior knowledge, intelligence and personality. Regression analyses indicated that the facets predicted both subjective and objective outcome measures controlling for several covariates. These results suggest that our model shows construct and predictive validity and is generalizable across different CPS contexts and student populations. Thus, it has significant implications for operationalizing, assessing, and supporting CPS skills.
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1. Introduction

A defining characteristic of the 21st century is the unprecedented ability to simultaneously connect to others en masse and in real-time. Such interconnectivity promises to have, and is already producing profound changes in how people live, learn, and work (Griffin, Care, & McGaw, 2012; Nelson & Squires, 2017). To successfully navigate this changing landscape, intergovernmental economic organizations, such as the Organization for Economic Cooperation and Development (OECD), and leading educational advocacy organizations, such as the Partnership for 21st Century Learning, have identified certain skills that should be prioritized in training and education programs. That is, the Programme for International Student Assessment (PISA/OECD, 2017a) has emphasized that collaborative problem solving (CPS) is a domain-independent skill for students to succeed in group-based activities in both educational and work contexts. Similarly, according to the Partnership for 21st Century Learning (2016), CPS is a high-priority skill that should be integrated in teaching, learning, and extracurricular activities.

CPS refers to the coordinated attempt between two or more people to share their skills and knowledge for the purpose of constructing and maintaining a unified solution to a problem (Roschelle & Teasley, 1995; OECD, 2017a). Researchers often emphasize individuals’ cognitive abilities and social skills required for effective collaboration with the recognition that these skills are only fully expressed in the context of individuals’ interactions with each other (Griffin et al., 2012; OECD, 2017a). CPS is thus, at its core, a joint activity that requires the cooperative exchange of information to successfully transform a problem state into a desired goal state. This process hinges on how well individuals can establish common ground concerning the nature of the problem, develop a solution plan, monitor progress along the way, and accommodate multiple perspectives while respectfully managing disagreements. This requires
the ability to understand task goals and constraints and consider others’ perspectives and
knowledge, along with the ability to communicate this understanding through negotiation,
mutual regulation, and shared responsibilities.

Because CPS provides opportunities for deep learning and effective problem solving
(Huang et al., 2018), students should be prepared for effective CPS in college and in workforce
settings (Oliveri, Lawless, & Molloy, 2017). Recent PISA results (National Center for Education
Statistics, 2017) measuring students’ CPS skills across 52 countries show that U.S. students
scored 520, which is above average (i.e., the average score was 500 with a range from 382-561),
and ranked 13th out of 52 countries based on raw scores. The overall results indicate that it is
important to cultivate students’ CPS skills, but there are serious challenges in effectively
teaching these skills (Fiore et al., 2017). One issue is that there is no consensus on a CPS model
to operationalize this construct and to measure it effectively (Andrews-Todd & Forsyth, 2018).
Throughout the CPS literature, there have been models proposed by Roschelle and Teasley
(1995), Nelson (1999), PISA (OECD, 2017a), ATC21S (Griffin et al., 2012), a CPS ontology
(Andrews-Todd & Forsyth, 2018), and a recently proposed model that focuses solely on hand
position and head direction in a face-to-face collaborative setting (see Cukurova, Luckin, Millan,
& Mavrikis, 2018).

Another challenge with effectively teaching CPS relates to accurately assessing these
skills in both digital and face-to-face environments (Cukurova et al., 2018; Siddiq & Scherer,
2017). In a recent review on this topic, Oliveri and colleagues (2017) reported that research
studies use various measures to assess CPS (e.g., surveys, tests, observations, and think-aloud
protocols); however, Oliveri et al. note that the quality of the CPS assessments vary widely.
More and more, researchers are calling for guiding principles for CPS assessment (Andrews-
Todd & Forsyth, 2018; Bause, Brich, Wesselein, & Hesse, 2018). Without a consensus systematic framework for operationalizing the construct and providing guidance for its assessment, it is difficult to teach, evaluate, and support CPS effectively. The absence of a unified framework also greatly limits the generalizability of study results.

Aiming for a unified and systematic framework for CPS, we take the first steps towards developing a generalized competency model for CPS that can be used in both remote and face-to-face CPS settings. Towards this end, we have synthesized prior research on CPS to construct our model of key CPS facets, sub-facets, and verbal and nonverbal indicators that directly map onto CPS skills. Our overarching research question addresses the extent to which our proposed CPS model is valid and can generalize to different CPS contexts. We provide evidence of its construct and predictive validity using two studies in different CPS learning environments: (a) one involving physics problem solving during 3-hr face-to-face collaborative gameplay with middle school students, and (b) the second involving the use of programming skills during 20-min remote collaborations among college students. We address four specific research questions:

1. To what degree does our theoretical model align with results of empirical data-driven factor analysis on the indicators?

2. What are the inter-correlations between CPS facet and sub-facet scores as computed from our set of indicators (convergent and discriminant validity)?

3. Are the CPS facet scores divergent from individual differences in prior knowledge, intelligence, and personality?

4. Do the facet scores predict subjective and objective CPS outcomes?

2. Literature Review—Theoretical Background
We reviewed four widely cited frameworks in the CPS literature, which provide the theoretical grounding for our generalized competency model presented in Section 3. Those frameworks focus specifically on the CPS construct, rather than related terms, such as “computer-supported collaborative learning,” “teamwork,” and “problem-solving.” One of the earliest approaches targeting critical aspects of CPS was Roschelle and Teasley’s (1995) joint problem space model in which team members share knowledge of goals, understanding of problems, and possible solutions. According to this framework, establishing a joint problem space is crucial for negotiation to take place. Team members are expected to constantly monitor divergence in understanding, and cognitive convergence is essential to effective collaboration (Teasley, Fischer, Dillenbourg, Kapur, & Chi, 2008). To achieve convergence, team members should resolve conflicts by reasoning based on others’ ideas/knowledge (Teasley, 1997; Weinberger & Fischer, 2006) and solve problems with coordinated efforts via negotiation and shared knowledge (Stahl, Koschmann, & Suthers, 2006).

Another early CPS framework was built from a pedagogical perspective (Nelson, 1999). The author provided guidelines for instructors to implement collaborative activities within authentic problem-solving scenarios (see Lee, Huh, & Reigeluth, 2015; Merrill, 2002). The framework consists of a set of actions that team members can take to demonstrate effective collaboration. For example, team members should identify and share relevant knowledge and resources by allocating time for individual and collective work. Moreover, team members need to acquire and apply social skills (e.g., communication, leadership, and conflict management) to engender positive interdependence. As such, all team members should understand that there is no individual success without group success and participate actively to solve problems. Further, to
ensure fairness, team members should be personally accountable in their responsibilities within the CPS process.

The third conceptual framework for CPS was inspired by the Assessment and Teaching of Twenty-first Century Skills (ATC21S) project. It aimed to integrate technology for large-scale assessment targeting students between 11-15 years old (Griffin et al., 2012) to inform teaching and learning (Hesse, Care, Buder, Sassenberg, & Griffin, 2015). Griffin et al. (2012) noted that CPS is comprised of social skills (i.e., participation, perspective taking, and social regulation) and cognitive skills (i.e., task regulation and knowledge building). Further work elaborated on social and cognitive skills required by CPS (Care, Scoular, & Griffin, 2016; Hesse et al., 2015). The main social skills include participation (actions, interactions, and concerted task completion), perspective taking (adaptive responsiveness and audience awareness), and social regulation (negotiation, self-evaluation, transactive memory, and taking group responsibility). Cognitive skills include planning (problem analysis, goal setting, and resource management), systematically executing solutions and monitoring progress, and learning and knowledge building (domain content and skills). Thus, team members should identify the problem structure and procedures, collect and assess information required to build solutions, and engage in strategic problem solving.

Finally, the PISA framework was used to create a standardized large-scale assessment for CPS skills in 15-year-old students from 52 countries (OECD, 2017b). According to the latest PISA report (OECD, 2017a), CPS consists of three competencies that overlap with four problem-solving processes, resulting in 12 levels of CPS skills (Graesser et al., 2018; Webb & Gibson, 2015). The first competency involves establishing and maintaining a shared understanding among team members, which requires establishing common ground, achieved via a free
exchange of knowledge and perspectives. The second competency entails taking appropriate action to solve problems via explaining and justifying possible solution plans, negotiating with others, and monitoring solution execution. The third competency involves establishing and maintaining group organization, which relies on each team member fully understanding and fulfilling his or her roles/responsibilities in the team and providing timely feedback on progress.

In summary, the existing conceptual frameworks of CPS, though varying in focus and complexity, share much in terms of underlying constructs. Each has their own limitations. For example, Roschelle and Teasley’s (1995) joint problem space model focused on one social aspect of CPS—constructing a shared knowledge structure. A joint problem space is just one of many processes (e.g., knowledge convergence and co-construction) that are essential to effective CPS (Teasley et al., 2008). Nelson’s (1999) framework only targets teachers who want to design CPS activities in class. Moreover, Nelson did not specify whether such guidelines apply to contexts other than classroom education, such as computer-mediated CPS or game-based CPS (Strijbos, Martens, & Jochems, 2004).

Recently, the ATC21S (e.g., Care & Griffin, 2014; Vista, Care, & Awwal, 2017) and PISA frameworks have been used to develop CPS assessments (e.g., Hao, Chen, Flore, Liu, & von Davier, 2017; von Davier, Hao, Liu, & Kyllonen, 2017). Both frameworks aim to develop large-scale CPS assessments, but are limited in that they exclusively target students around 15 years old. As such, it has been recommended that more empirical testing should be done across different tasks, contexts, and populations (Graesser et al., 2018). Further, the PISA framework was used to assess CPS in human-agent interactions while the ATC21S framework assessed human-human interactions (e.g., Graesser et al., 2018; Scoular et al., 2017). Human-human interaction has high face validity but is difficult to control in large-scale assessment (Graesser et
al., 2018; Rosen, 2015), while human-agent interaction is easy to control and standardize (Greiff, Holt, & Funke, 2013), but can feel inauthentic. That is, interacting with a computer agent using preset text chats, as in the PISA assessment, largely restrains social interaction and does not consider personalities and emotions.

3. Proposed Generalizable Competency Model of Collaborative Problem Solving

Given the constraints of current frameworks, we aim to establish a CPS model that is applicable across various populations and contexts—such as collaborating during gameplay and other interactive endeavors involving human-human interaction (Funke, Fischer, & Holt, 2018). Another key feature of our model involves the explicit integration of cognitive and social aspects of CPS, as collaboration is social in nature; however other frameworks treat the two as separate dimensions with their own processes (Funke et al., 2018; Graesser et al., 2018). Additionally, there are few validation studies of CPS frameworks; instead, CPS research tends to focus on assessing collaboration processes and outcomes and on automating the assessment process using technologies and statistical methods. Thus, we provide empirical support of our CPS model in two separate validation studies. Our purpose is not to construct a standardized large-scale assessment, but to understand the CPS construct and use assessment results to inform teaching and learning of CPS.

As described earlier, researchers have identified common CPS skills (see Section 2), which form the basis of our proposed generalized competency model. And while different CPS frameworks might use different terms, they all emphasize establishing shared knowledge, resolving divergence and misunderstanding, monitoring progress and results, and maintaining a functional team. Accordingly, our three main CPS facets are: constructing shared knowledge, negotiation/coordination, and maintaining team function. Our model, outlined in Table 1,
consists of facets, sub-facets, and associated behavioral indicators. The facets and sub-facets are latent variables while the indicators are observables.

Table 1. Proposed generalized competency model of facets, sub-facets, and indicators

<table>
<thead>
<tr>
<th>Facet</th>
<th>Sub-facet</th>
<th>Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Shares understanding of problems and solutions</td>
<td>Talks about specific topics/concepts and ideas on problem solving</td>
</tr>
<tr>
<td></td>
<td>Establishes common ground</td>
<td>Recognizes and verifies understanding of others’ ideas</td>
</tr>
<tr>
<td>Constructing shared knowledge</td>
<td>expresses one’s own ideas and attempts to understand others’ ideas</td>
<td>- Proposes specific solutions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Talks about givens and constraints of a specific task</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Builds on others’ ideas to improve solutions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Confirms understanding by asking questions/paraphrasing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Repairs misunderstandings</td>
</tr>
<tr>
<td>Negotiation/Coordination</td>
<td>Responds to others’ questions/ideas</td>
<td>- Does not respond when spoken to by others (R)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Makes fun of, criticizes, or is rude to others (R)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Provides reasons to support/refute a potential solution</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Makes an attempt after discussion</td>
</tr>
<tr>
<td></td>
<td>Monitors execution</td>
<td>- Talks about results</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Brings up giving up the challenge (R)</td>
</tr>
<tr>
<td>Maintaining team function—sustains the team dynamics</td>
<td>Fulfills individual roles on the team</td>
<td>- Not visibly focused on tasks and assigned roles (R)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Initiates off-topic conversation (R)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Joins off-topic conversation (R)</td>
</tr>
<tr>
<td></td>
<td>Takes initiatives to advance collaboration processes</td>
<td>- Asks if others have suggestions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Asks to take action before anyone on the team asks for help</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Compliments or encourages others</td>
</tr>
</tbody>
</table>

Note. “R” next to an indicator means that it is reverse coded

We define the **constructing shared knowledge** facet as actively disseminating one’s own ideas/knowledge and understanding others’ ideas/knowledge. It contains two sub-facets—sharing understanding and establishing common ground. Sharing understanding refers to group
members contributing their expertise and ideas regarding the constraints of particular problems, as well as ideas toward specific solutions. Examples of associated behavioral indicators include proposing specific solutions and talking about the givens and constraints of the task. Sharing ideas/information is a critical step towards establishing common ground among team members (Fransen, Weinberger, & Kirschner, 2013; Rummel & Spada, 2005). To further build common ground, team members should acknowledge others’ ideas and expertise, confirm each other’s understanding, and clarify misunderstanding when necessary (Andrews-Todd, Forsyth, Steinberg, & Rupp, 2018; OECD, 2017a). Seeking confirmation from other group members about current understanding is effective in reducing uncertainty (Jordan & McDaniel, 2014), whereas clarifying misunderstanding provides a learning opportunity, where members explicate their knowledge, which may be implicit, to other group members (Dillenbourg & Traum, 2006). We include interruption as a negative indicator because interrupting while others are speaking can impede CPS (Chiu, 2008), although some interruption can help rectify misunderstandings immediately (Roschelle & Teasley, 1995).

The second CPS facet is **negotiation and coordination**, an iterative process where team members achieve an agreed upon solution that is ready for execution. The goal of negotiation and coordination is to clearly specify shared goals, divide labor as warranted, manage synchrony among members, and produce a joint work product (Rummel & Spada, 2005). Negotiation should reduce uncertainties, resolve conflict through integrating different perspectives, and contribute to a collective solution via joint expertise (Hayashi, 2018; Jordan & McDaniel, 2014; Ke & Im, 2013). Two relevant sub-facets include responding to others’ questions/ideas and monitoring execution. Responding to others’ ideas and questions is a key part of coordination (Hesse et al., 2015) and should contribute to reciprocal and balanced exchanges of ideas and
knowledge (Barron, 2000). As such, team members should provide feedback regarding others’ ideas, offer reasons to support or refute certain claims, negotiate when disagreements occur, and implement consensual solutions after discussion (Gu, Chen, Zhu, & Lin, 2015). Hence, providing reasons to support a potential solution is a positive indicator of this subfacet while failing to respond when spoken to by others is a negative indicator. The second subfacet, monitoring execution, requires team members to appraise whether the solution plan works as expected, and their progress toward task completion (Kopp, Hasenbein, & Mandl, 2014; Rosen, 2015). Members should also be able to evaluate their own and others’ actions, knowledge, and skills towards task completion (Care et al., 2016; OECD, 2017a). When things go awry, team members need to be able to modify or overhaul the solution if necessary. Thus, talking about progress and results is the key indicator of monitoring execution (Andrews-Todd et al., 2018). Team members may occasionally propose to quit certain tasks, captured in the reverse coded “brings up giving up the challenge” indicator.

It is important that all team members are aware of being part of a team and realize that individual behaviors affect team success (Fransen et al., 2013). Successful teams iteratively talk about team organization (Chang et al., 2017). Thus, the third main facet of CPS involves maintaining team function. Maintaining a positive and effective team requires members to take distributed responsibility to contribute to the quantity and quality of the collaborative venture (Care et al., 2016; Janssen & Bodemer, 2013). Consequently, one subfacet of maintaining team function pertains to each member performing his or her own roles/responsibilities within the team. The roles may be assigned by an external source (e.g., a teacher), or more naturalistically evolve during collaboration. Either way, team members should stay focused on the task and on what is needed in their roles, while not distracting themselves or others. The second subfacet –
taking initiative to advance CPS processes – includes asking questions, acknowledging others’ contributions, and helping to maintain team organization (Hesse et al., 2015; Rosen, 2017).

Taking initiative predicts productive collaboration (Howard, Di Eugenio, Jordan, & Katz, 2017). In effective teams, team members not only regulate their own activities but also evaluate the activities of other members (Raes, Schellens, Wever, & Benoit, 2016). Because one of the ground rules for collaboration is that group members encourage each other to speak (Mercer, Wegerif, & Dawes, 1999), relevant indicators include asking if others have suggestions and complimenting or encouraging their team members.

4. Study 1—Physics Playground

Study 1 was a pilot study, involving triads playing an educational game called Physics Playground (Author, 2013a) in a face-to-face setting. Physics Playground is a 2D educational drawing game to teach students’ physics concepts, such as Newton’s laws of force and motion, potential and kinetic energy, and conservation of momentum. Players need to draw simple machines (i.e., ramp, lever, pendulum, and springboard) on the computer screen using a mouse or stylus to direct a green ball to hit a red balloon. Figure 1 shows a level called Spider Web. One possible solution is to draw a springboard with an attached weight to propel the ball upwards. Players receive a gold trophy if they solve a level with an optimal solution (i.e., drawing a limited number of objects). Otherwise, they receive a silver trophy. Levels can be selected, restarted, and exited at the players’ discretion.
Figure 1. A game level of Physics Playground—Spider Web (left) and one possible solution—springboard (right)

4.1. Method

Participants. We pilot tested 33 middle school students enrolled in grades 8-9 (36% female) who volunteered to participate in this pilot study. We did not collect information about their age, race, and ethnicity, but most of the participants were 14-15 years old. The students formed 11 triads based on scheduling constraints. Five of the 11 groups were heterogeneous in terms of gender. Three groups consisted of two boys and one girl, and another three groups were composed of one boy and two girls. At the end of the gameplay, each student received a 40-dollar gift card as a reward for participation.

Procedure. This study was a pretest-only design, conducted in a research lab. Students were assigned to triads based on scheduling constraints and were tested in single groups at a time. Prior to gameplay, students completed a pretest on physics knowledge which consisted of 18 multiple-choice questions developed by physics and assessment experts. Each item was scored dichotomously (correct vs. incorrect), with a possible score range from 0 to 18. The reliability for the physics test is acceptable (Cronbach’s $\alpha = .72$) (Author, 2013b).

During gameplay, students were seated in a row facing a computer in the middle. Each student assumed a particular role, assigned randomly at the beginning of the study. One student
controlled the mouse (the “player”), one was responsible for asking provocative questions (the “questioner”), and the third documented their problem-solving processes, such as levels completed and solutions used (the “recorder”). The “player” sat in the middle seat and the “questioner” and the “recorder” sat on either side of the player. The three students switched roles each time they started a new game level, by physically moving to the seat next to them and taking the role assumed by the person who previously sat there.

The researchers videotaped students’ onscreen gameplay activities, their facial expressions, and dialogue during gameplay. Each team played the game for about three hours, with a short break in the middle. Although this pilot study did not implement a posttest on physics knowledge, we did log the number of gold trophies obtained in the game as a proxy for learning with more gold trophies indicating greater physics understanding (Author, 2013b).

**Data Coding.** Three coders were trained to reach an agreement of 0.80 (intraclass correlation coefficient) on coding occurrences of behavioral indicators in sample videos. After reaching the inter-rater criterion, they were assigned to different three-hour videos and individually coded entire videos. The coders used one coding sheet for each four-minute segment of the video. They tallied the frequency of occurrence of relevant indicators for each team member within each four-minute segment. There were 32 indicators coded in this pilot study as the CPS model and coding scheme was being developed and refined. To make the indicators generalizable to other contexts, we recycled, re-phrased, and condensed the 32 indicators into a more manageable set of 17 indicators (see Table 1).

Following is an excerpt of an exchange between two participants (Player A and Player C) during gameplay, along with links to relevant indicators.

**Player C:** “What if you grabbed it upwards. And then drew a pendulum, knock it out. But you drew like farther out, the pendulum” (Proposes specific solutions)
**Player A:** “I have an idea. Wait, which direction should I swing?” (Confirms understanding by asking questions/paraphrasing)

**Player C:** “Swing from here to here.” (Proposes specific solutions)

**Player A:** “Nope, then it would just fly to the spider.” (Provides reasons to support/refute a potential solution)

4.3. **Results**

**Descriptive Statistics.** Table 2 shows the descriptive statistics of frequencies per indicator across students ($n = 33$). This was done by first summing indicator occurrences across the 4-minute segments per student, and then computing descriptive statistics across the students. The indicators are listed in a descending order in terms of the mean occurrence scores. We found that middle school students tended to focus on the constructing shared knowledge facet of CPS in that they frequently talked about specific solutions, and built on each other’s ideas to improve existing solution attempts. They also made a solution attempt right after discussion, which is aligned with the negotiation/coordination facet. The remaining indicators were less frequently observed, although this should not be conflated with their unimportance. For example, even though compliments were rare, they can have profound effects on team morale, as would the reverse-coded indicators related to making fun of, criticizing, or being rude to other team members (which were also rarely observed).
Table 2. Descriptive statistics \((n = 33)\) for frequencies per indicator across students—\textit{Physics Playground}

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>Median</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposes specific solutions (Constructing shared knowledge)</td>
<td>1</td>
<td>112</td>
<td>48.24</td>
<td>49</td>
<td>27.40</td>
</tr>
<tr>
<td>Builds on others' ideas to improve solutions (Constructing shared knowledge)</td>
<td>2</td>
<td>61</td>
<td>31.72</td>
<td>31</td>
<td>14.47</td>
</tr>
<tr>
<td>Makes an attempt after discussion (Negotiation/Coordination)</td>
<td>5</td>
<td>54</td>
<td>28.39</td>
<td>27</td>
<td>12.14</td>
</tr>
<tr>
<td>Initiates off-topic conversation (Maintaining team function)</td>
<td>0</td>
<td>26</td>
<td>4.29</td>
<td>1</td>
<td>7.37</td>
</tr>
<tr>
<td>Joins off-topic conversation (Maintaining team function)</td>
<td>0</td>
<td>16</td>
<td>3.60</td>
<td>1</td>
<td>4.53</td>
</tr>
<tr>
<td>Confirms understanding by asking questions/paraphrasing (Constructing shared knowledge)</td>
<td>0</td>
<td>13</td>
<td>3.16</td>
<td>3</td>
<td>3.47</td>
</tr>
<tr>
<td>Asks to take action before anyone on the team asks for help (Maintaining team function)</td>
<td>0</td>
<td>21</td>
<td>2.98</td>
<td>1</td>
<td>4.66</td>
</tr>
<tr>
<td>Makes fun of, criticizes, or is rude to others (Negotiation/Coordination)</td>
<td>0</td>
<td>22</td>
<td>2.75</td>
<td>0</td>
<td>4.83</td>
</tr>
<tr>
<td>Compliments or encourages others (Maintaining team function)</td>
<td>0</td>
<td>9</td>
<td>2.20</td>
<td>1</td>
<td>2.67</td>
</tr>
<tr>
<td>Talks about givens and constraints of a specific task (Constructing shared knowledge)</td>
<td>0</td>
<td>7</td>
<td>2.13</td>
<td>2</td>
<td>1.90</td>
</tr>
<tr>
<td>Provides reasons to support a potential solution (Negotiation/Coordination)</td>
<td>0</td>
<td>8</td>
<td>1.94</td>
<td>1</td>
<td>2.23</td>
</tr>
<tr>
<td>Brings up leaving a challenge (Negotiation/Coordination)</td>
<td>0</td>
<td>8</td>
<td>1.62</td>
<td>1</td>
<td>1.87</td>
</tr>
<tr>
<td>Visibly not focused on tasks and assigned roles (Maintaining team function)</td>
<td>0</td>
<td>11</td>
<td>1.51</td>
<td>0</td>
<td>2.50</td>
</tr>
<tr>
<td>Talks about results (Negotiation/Coordination)</td>
<td>0</td>
<td>9</td>
<td>1.50</td>
<td>1</td>
<td>2.32</td>
</tr>
<tr>
<td>Asks if others have suggestions (Maintaining team function)</td>
<td>0</td>
<td>3</td>
<td>0.39</td>
<td>0</td>
<td>0.74</td>
</tr>
<tr>
<td>Interrupts or talks over others as intrusion (Constructing shared knowledge)</td>
<td>0</td>
<td>3</td>
<td>0.38</td>
<td>0</td>
<td>0.83</td>
</tr>
<tr>
<td>Does not respond when spoken to by others (Negotiation/Coordination)</td>
<td>0</td>
<td>2</td>
<td>0.24</td>
<td>0</td>
<td>0.56</td>
</tr>
</tbody>
</table>

Factor analysis. We conducted an exploratory factor analysis on the raw frequency data to determine how the identified indicators were organized with respect to our model’s three main facets. Our unit of analysis was a four-minute window of gameplay per student. The input was a \(1,452 \times 17\) matrix with rows corresponding to a four-minute segment per player, columns
representing our indicators, and cells representing the frequency of a particular indicator 
generated by a particular player within the segment. We used Principal Component Analysis 
with a Varimax rotation in SPSS 25. A two-tailed alpha of .05 was adopted for all analyses.

The factor analysis followed an iterative process of checking assumptions and finding the 
most theoretically consistent factor structure. First, we removed two indicators (i.e., “does not 
respond to others” and “brings up giving up the challenge”) that did not correlate with any other 
indicators ($rs < .07$). Overall, correlations among indicators were low with only three pairs 
having correlations greater than 0.50 and the others were all smaller than the recommended 0.30 
inter-item correlation for factor analysis (Tabachnick & Fidell, 2007).

Next, we evaluated the Kaiser-Meyer-Olkin Measure (KMO) sampling adequacy score to 
determine factorability of the data. Although our KMO score of 0.39 is lower than the 0.60 
threshold suggested by Kaiser (1974), the Bartlett’s test of sphericity, a related statistic for 
determining reducibility, was significant ($\chi^2 = 4962.46, df = 105, p < .001$). We then assessed 
which indicators could be removed to improve the KMO score. We checked the diagonals of 
anti-image correlations and found three diagonal values that were lower than 0.40 (the 
recommended value is 0.50 [Yong & Pearce, 2013]). Iterative testing showed that deleting the 
indicator “makes an attempt after discussion” increased KMO the most. We also deleted three 
indicators whose communalities (the proportion of each indicator’s variance that can be 
explained by the factors) were lower than the 0.40 cut-off (Costello & Osborne, 2015) (i.e., 
“talks about givens and constraints of a specific task,” “asks if others have suggestions,” and 
“asks to take action before player asks for help”).

Proceeding with the 11 remaining indicators, we found that the assumptions of the factor 
analysis were largely supported. Specifically, the KMO increased to 0.58 (close to the cut-off
value 0.60), Bartlett’s test of sphericity was significant ($\chi^2 = 1033.83, df = 55, p < .001$), the communalities were larger than 0.40, and the diagonals of the anti-image matrix were all larger than 0.50. We retained five factors with eigenvalues larger than one. These factors explained 58.6% of the total variance (see Table 3).

Table 3. Factors extracted and loadings for Physics Playground

<table>
<thead>
<tr>
<th>% of variance explained by the factor</th>
<th>Factor 1</th>
<th>Factor 2</th>
<th>Factor 3</th>
<th>Factor 4</th>
<th>Factor 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indicator</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Builds on ideas from others to improve solutions (Constructing shared knowledge)</td>
<td>0.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposes specific solutions (Constructing shared knowledge)</td>
<td>0.76</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provides reasons to support a potential solution (Negotiation/Coordination)</td>
<td>0.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initiates off-topic conversation (Maintaining team function)</td>
<td></td>
<td>0.68</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Joins off-topic conversation (Maintaining team function)</td>
<td></td>
<td>0.66</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Makes fun of, criticizes, or is rude to others (Negotiation/Coordination)</td>
<td></td>
<td>0.63</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interrupts or talks over others (Constructing shared knowledge)</td>
<td></td>
<td></td>
<td>0.67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confirms understanding by asking questions/paraphrasing (Constructing shared knowledge)</td>
<td></td>
<td></td>
<td>0.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not visibly focused on tasks and assigned roles (Maintaining team function)</td>
<td></td>
<td></td>
<td></td>
<td>0.69</td>
<td></td>
</tr>
<tr>
<td>Compliments or encourages others (Maintaining team function)</td>
<td></td>
<td></td>
<td></td>
<td>-0.57</td>
<td></td>
</tr>
<tr>
<td>Talks about results (Negotiation/Coordination)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.93</td>
</tr>
</tbody>
</table>

Note. Loadings with absolute values smaller than 0.40 are not shown.

It should be noted that perfect alignment, where indicators for a given facet only load onto the factor representing that facet, was not expected because of the 4-minute unit of analysis where indicators for multiple facets can co-occur. Accordingly, we found that Factor 1 reflected
both constructing shared knowledge and negotiation/coordination. An analysis of the indicators suggests that upon proposing a solution by building on others’ ideas (constructing shared knowledge), the team member might follow up by providing reasons to convince other team members of its viability and quality (negotiation/coordination). Factor 2 also contained mixed indicators for negotiation/coordination and maintaining team function. The loadings suggest that when a team member is not friendly and/or patient with others, it is likely that he/she would not engage in tasks and would talk about irrelevant things. Factors 3, 4, and 5 were clearer and represented constructing shared knowledge, maintaining team function, and negotiation/coordination, respectively.

**Correlations between facet and sub-facet scores.** We examined correlations among the facet and sub-facet scores to examine the orthogonality of the model. To compute facet and sub-facet scores, we first z-score standardized the segment-level raw frequency counts by coder to eliminate within-coder variance. Next, we averaged the z-scores across segments for each player to generate player-level scores. Then, after multiplying negative indicators by -1 to address reverse coding, we z-scored each indicator across players so that different indicators could be combined. Finally, we averaged the indicator scores within each sub-facet to obtain the sub-facet scores, and then averaged sub-facet scores under the same facet to obtain the facet scores.

The correlations among the three main facets (Table 4) showed that negotiation/coordination was orthogonal to both the constructing shared knowledge and maintaining team function facets ($rs = .29$). However, constructing shared knowledge and maintaining team function were moderately correlated ($r = .44$), likely because the “shares understanding of problems and solutions” sub-facet of constructing shared knowledge was
significantly correlated ($r = .38$) with the “takes initiatives to advance collaboration process” sub-facet under maintaining team function.

As expected, sub-facets significantly correlated with their corresponding main facets ($rs$ between .40 and .85). Additionally, sub-facets under the same facet were orthogonal to each other for constructing shared knowledge and negotiation/coordination ($rs < .09$). However, the sub-facets under maintaining team function were negatively correlated ($r = -.57$). Another surprising result was that the “responds to others’ questions/ideas” (sub-facet of negotiation/coordination) significantly correlated with “fulfills individual roles on the team” ($r = .64$) and negatively correlated with “takes initiatives to advance collaboration process” ($r = -.38$) (sub-facet of maintaining team function).

We further investigated those four unexpected correlations by examining their scatterplots and found linear relationships regarding the two relatively high correlations (i.e., -.57 and .64). Considering relevant indicators under those sub-facets, such relationships suggested the possibility that some students were more passively involved in collaboration, illustrated by them responding to teammates questions, yet not directly taking the initiative, even though they were focused on the task (as demonstrated by not talking about irrelevant topics and being visibly focused). Whereas the small number of participants ($n = 33$) is of some concern for the correlations, it is not unusual to find some unexpected relationships when comparing empirical data to a theoretical framework.
Table 4. Correlation matrix ($n = 33$) for facets and sub-facets—*Physics Playground* data. Data cells shaded in light grey correspond to correlations between facets and sub-facets. Data cells shaded in dark grey correspond to correlations between sub-facets. Unshaded cells correspond to correlations between facets.

<table>
<thead>
<tr>
<th></th>
<th>Constructing shared knowledge</th>
<th>Negotiation/ Coordination</th>
<th>Maintaining team function</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Shares understanding problems</td>
<td>Establishes common ground</td>
<td>Monitors execution</td>
</tr>
<tr>
<td>Constructing shared knowledge</td>
<td>.29</td>
<td>.44**</td>
<td>.81**</td>
</tr>
<tr>
<td>Negotiation/ Coordination</td>
<td>.29</td>
<td>.17</td>
<td>.26</td>
</tr>
<tr>
<td>Maintaining team function</td>
<td>.50**</td>
<td>.11</td>
<td>.32</td>
</tr>
<tr>
<td>Shares understanding of problems and solutions</td>
<td>.08</td>
<td>.27</td>
<td>.04</td>
</tr>
<tr>
<td>Establishes common ground</td>
<td></td>
<td>.22</td>
<td>.18</td>
</tr>
<tr>
<td>Responds to others’ questions/ideas</td>
<td></td>
<td>.09</td>
<td>-.38*</td>
</tr>
<tr>
<td>Monitors execution</td>
<td></td>
<td></td>
<td>-.01</td>
</tr>
<tr>
<td>Takes initiatives to advance collaboration process</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note.* *p* < .05. **p** < .01.
Correlations between facet scores and external measures. We did not expect a
correlation between the facets scores and the physics pretest ($M = 9.61, SD = 3.05$) because the
CPS competency should be independent of incoming domain knowledge. This was confirmed by
the data ($rs < .25$). Although we did not include a physics posttest, we did have in-game
measures of the teams’ performance. That is, we computed the number of gold trophies (i.e.,
optimal solutions) obtained throughout gameplay, which corresponds to a deeper knowledge of
the underlying physics concepts (Author, 2013b). The number of gold trophies ($M = 15.55, SD =
5.96$) obtained by a team did not correlate with constructing shared knowledge ($r = .03, p = .87$)
or negotiation/coordination ($r = .16, p = .38$). However, maintaining team function did
marginally correlate with the number of gold trophies ($r = .30, p = .09$), providing some evidence
for the external validity of the model given a small sample of 33 students.

4.4. Discussion

We established indicators that map onto theoretical facets of CPS in the Physics
Playground study, and conducted an initial validation where middle school students collaborated
in a face-to-face setting for three hours. Students were assigned to specific roles on the team and
switched their roles after solving each game level. The results from our factor analysis provided
partial support for our CPS competency model as the indicators clustered in a way that could be
explained by our theoretical model. While the alignment was imperfect, it is not surprising to
find that some extracted factors contained clear mappings to indicators while others did not,
especially due to our somewhat larger unit of analysis (i.e., 4-minute windows) where indicators
from different factors can co-occur.

The correlational analyses involving facet and sub-facet scores indicated that the three
facets were somewhat orthogonal to each other, and the sub-facets significantly correlated with
their corresponding main facet. Again, facets were not expected to be perfectly orthogonal due to the 4-minute unit of analysis. We also examined correlations among indicators themselves and did not find any large correlations \((r_s < .23)\) for indicators from different facets. In addition, the lack of correlation between the facet scores and prior knowledge and the positive correlation between maintaining team function and in-game performance data provided further support to our CPS model. That said, there were four unexpected correlations, which might be attributable to the small sample size \((n = 33)\), and need to be examined further. Accordingly, and to test the generalizability of our model, we considered a different domain—\textit{Minecraft Hour of Code} — where undergraduate students collaborated with each other remotely for 20 minutes, and their roles were fixed. This study included a larger sample and both subjective and objective outcome measures.

5. Study 2—\textit{Minecraft Hour of Code}

This data was collected as part of a larger project (Authors, 2018). We used code.org’s Minecraft-themed \textit{Hour of Code} (https://code.org/minecraft) as the problem-solving medium (Figure 2). \textit{Hour of Code} is an online resource for students grades two and above to learn basic computer programming principles in an hour. It uses a visual programming language, Blockly (https://developers.google.com/blockly/), to interlock blocks of code (such as loops). Blockly eliminates syntax errors by only interlocking syntactically correct blocks, allowing students to focus on the coding logic and programming principles.
Figure 2. Minecraft-themed Hour of Code from code.org. Students could watch their code run (A), choose from a code bank of possible blocks (B), generate code (C) and see their teammate’s faces (D).

5.1. Method

Participants. Participants were 111 undergraduate students from a medium-sized private Midwestern university. They were compensated with course credit. Students were 63% female with a mean age of 19.4; 74.8% of the students were Caucasian, 9.9% Hispanic/Latino, 8.1% Asian, 0.9% Black, 0.9% American Indian/Native Alaskan, 2.7% “other”, and 2.7% did not report ethnicity. We formed 37 groups of three based on scheduling availability. Nineteen students from ten teams indicated prior familiarity with at least one of their team members prior to participation. Students had no computer programming experience.

Procedure. Students were randomly assigned to one of three rooms, with fixed roles during the session. Each room was equipped with a computer for video conferencing and sharing via Zoom (https://zoom.us). Students could see and hear each other via a webcam and microphone. One randomly-assigned student controlled the group interaction within the
environment. This student’s screen was shared with the team, ensuring that everyone viewed the same content. The other two students were tasked with verbally contributing to the collaboration.

Each student individually (i.e., without screen sharing) filled out a demographic survey indicating gender, age, major, and self-reported standardized test score (ACT and/or SAT), which correlates with actual test scores (Cole & Gonyea, 2010). SAT scores were converted to ACT scores using concordance tables (ACT, 2018). Students also individually completed the validated short version of the Big Five Inventory (BFI) (Gosling, Rentfrow, & Swann, 2003) to assess extraversion, agreeableness, conscientiousness, emotional stability, and openness to experience.

Students completed a 20-minute introductory phase as a group (i.e., with screen sharing) where they solved five easy levels and viewed three accompanying videos on basic computer programming principles, such as loops and if statements. These introductory tasks familiarized students with the problem-solving environment by requiring them to build structures within the game and navigate around obstacles. Students were then asked to complete a challenging programming task, as a team, in the same Hour of Code environment. Students had 20 minutes to build a 4×4 brick building using at least one if statement and one repeat loop, with at least three bricks built over the water. This task had to be completed with 15 blocks of code or less. The same student who controlled the interaction with the environment during the introductory phase also controlled the interaction in this phase.

After both the introductory exercises and the challenging programming task, students individually (without screen sharing) rated their perception of the collaboration process (Barsade & Gibson, 2012; Dobao & Blum, 2013; Ku, Tseng, & Akarasriworn, 2013). Specifically, students were asked to rate the following statements on a six-point (very dissatisfied, somewhat
dissatisfied, slightly dissatisfied, to slightly satisfied, somewhat satisfied, and very satisfied) scale: “I am satisfied with (1) my team's performance at completing the lessons, (2) how we communicated with each other, (3) how we mutually cooperated to complete the lessons, and (4) how agreeable my teammates are.” Ratings of communication, cooperation, and agreeableness were strongly correlated (Cronbach’s alpha = .89), so we averaged these three measures for each student to produce a variable reflecting subjective perceptions of the collaboration. We did this separately for the introductory exercises and challenging task.

Finally, students completed a researcher-created posttest consisting of ten multiple-choice items targeting conceptual knowledge of coding concepts (e.g., repeat loops and if statements) in the context of the Minecraft-themed Hour of Code task they just completed. The test score could range from 0% to 100%.

Data was collected over two semesters. We added a warning message five minutes before the end of the challenge task in the second semester, but everything else was identical. To account for this, we z-scored all outcomes measures by semester.

**Data coding.** We focused our coding efforts on the challenging programming task rather than the introductory phase. Due to technical issues, one group was excluded from the video coding. In total, we had 36, 20-minute video recordings of students’ interactions with the Minecraft environment, their spoken utterances, and facial expressions (see Figure 2). We used the same indicators in Table 1 for the *Minecraft Hour of Code* data with the following adjustment. We merged “builds on others’ ideas to improve solutions” into “proposes specific solutions” because we found the two to be highly similar. We also removed “asks to take action before player asks for help” because only one student had control of the interaction in Minecraft.
Through iterative processes of coding and discussion, three coders reached an agreement of 0.92 (Spearman correlation) on a random sample of three videos. Then, the three coders divided the videos among themselves and individually coded their assigned videos. In lieu of coding the entire 20-minute video, we adopted a thin-slicing approach (Olsen & Finkelstein, 2017) where the coders were assigned randomly selected 90-second segments out of each 5-minute time period, per video. That is, they coded four 90-second segments (360-seconds total) out of each 20-minute video recording (30% of the data). Three groups completed the challenge task in less than 20 minutes, resulting in fewer segments for those particular teams. In all, we completed 417 coding sheets (note that there are three sheets per segment, one for each student).

Below is an excerpt of an actual exchange between all three participants (Players A, B, and C) during gameplay, along with the relevant indicators.

**Player A**: “Turn right, and then we have to move forward. Do we have to do the ‘if water’ again?”

(Proposes specific solutions + Confirms understanding by asking questions/paraphrasing)

**Player C**: “Yeah I think so. Cuz we’ll fall in, right?” (Provides reasons to support/refute a potential solution)

**Player A**: “Yeah that’s true. Then we wanna place bedrock ahead. Oh, but don’t we want to repeat that? One, two, three…” (Proposes specific solutions + Asks if others have suggestions)

**Player B**: “And we have to move forward” (Proposes specific solutions)

**Player A**: “Pardon?” (Confirms understanding by asking questions/paraphrasing)

**Player B**: “And we have to move forward to keep placing it.” (Provides reasons to support/refute a potential solution)

### 5.3. Results

**Descriptive Statistics.** Table 5 provides descriptive statistics for each indicator across students ($n = 108$) during gameplay in a descending order of means. These results were computed by summing indicator counts over the thin-slice coded segments per student and then
computing descriptive statistics across students. Similar to Study 1, we found that college students mostly focused on the constructing shared knowledge facet of CPS. They infrequently engaged in talking about irrelevant topics (part of the maintaining team function facet), giving up the task (part of the negotiation/coordination facet), and making fun of, or being rude to others (part of the negotiation/coordination facet). They were always visibly focused on the task (part of the maintaining team function facet), indicating high task engagement.

Table 5. Descriptive statistics ($n = 108$) for frequency counts per indicator across students—*Hour of Code*

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>Median</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposes specific solutions (Constructing shared knowledge)</td>
<td>0</td>
<td>22</td>
<td>7.66</td>
<td>6</td>
<td>4.76</td>
</tr>
<tr>
<td>Talks about givens and constraints of a specific task (Constructing shared knowledge)</td>
<td>0</td>
<td>9</td>
<td>2.71</td>
<td>2</td>
<td>2.10</td>
</tr>
<tr>
<td>Confirms understanding by asking questions/paraphrasing (Constructing shared knowledge)</td>
<td>0</td>
<td>15</td>
<td>1.93</td>
<td>1</td>
<td>2.73</td>
</tr>
<tr>
<td>Makes an attempt after discussion (Negotiation/Coordination)</td>
<td>0</td>
<td>7</td>
<td>1.17</td>
<td>0</td>
<td>1.86</td>
</tr>
<tr>
<td>Provides reasons to support a potential solution (Negotiation/Coordination)</td>
<td>0</td>
<td>5</td>
<td>1.13</td>
<td>1</td>
<td>1.28</td>
</tr>
<tr>
<td>Interrupts or talks over others as intrusion (Constructing shared knowledge)</td>
<td>0</td>
<td>8</td>
<td>1.07</td>
<td>1</td>
<td>1.39</td>
</tr>
<tr>
<td>Compliments or encourages others (Maintaining team function)</td>
<td>0</td>
<td>6</td>
<td>0.94</td>
<td>0</td>
<td>1.31</td>
</tr>
<tr>
<td>Talks about results (Negotiation/Coordination)</td>
<td>0</td>
<td>4</td>
<td>0.68</td>
<td>1</td>
<td>0.83</td>
</tr>
<tr>
<td>Does not respond when spoken to by others (Negotiation/Coordination)</td>
<td>0</td>
<td>2</td>
<td>0.31</td>
<td>0</td>
<td>0.59</td>
</tr>
<tr>
<td>Asks if others have suggestions (Maintaining team function)</td>
<td>0</td>
<td>3</td>
<td>0.20</td>
<td>0</td>
<td>0.53</td>
</tr>
<tr>
<td>Initiates off-topic conversation (Maintaining team function)</td>
<td>0</td>
<td>2</td>
<td>0.07</td>
<td>0</td>
<td>0.30</td>
</tr>
<tr>
<td>Joins off-topic conversation (Maintaining team function)</td>
<td>0</td>
<td>1</td>
<td>0.06</td>
<td>0</td>
<td>0.23</td>
</tr>
<tr>
<td>Brings up leaving a Challenge (Negotiation/Coordination)</td>
<td>0</td>
<td>1</td>
<td>0.02</td>
<td>0</td>
<td>0.14</td>
</tr>
<tr>
<td>Makes fun of, criticizes, or is rude to others (Negotiation/Coordination)</td>
<td>0</td>
<td>1</td>
<td>0.02</td>
<td>0</td>
<td>0.14</td>
</tr>
<tr>
<td>Visibly not focused on tasks and assigned roles (Maintaining team function)</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Factor analysis. We removed one indicator (i.e., “visibly not focused on the gameplay”) because it never occurred. We examined correlations among indicators to determine the feasibility of conducting a factor analysis. One indicator — “makes fun of, criticizes, or is rude to others” — did not correlate ($r_s < .10$) with the others, so we also removed it. Only four inter-indicator correlations were greater than the recommended cut-off value of 0.30 (Tabachnick & Fidell, 2007). Nevertheless, we proceeded with an initial factor analysis on the remaining 13 indicators ($417 \times 13$ matrix) using Principal Component Analysis and Varimax rotation. This yielded a KMO of 0.51, which did not quite reach the suggested value of 0.60 (Kaiser, 1974). Thus, we removed the following four indicators with communalities lower than 0.40: “talks about givens and constraints of a specific task,” “provides reasons to support a solution,” “does not respond when spoken by others,” and “initiates off-topic conversations.”

Subjecting the $417 \times 9$ (segments $\times$ indicators) matrix to a factor analysis yielded five factors with eigenvalues larger than one. The factors explained 70.7% of the variance (see Table 6). The KMO value of 0.48 was less than the recommended value of 0.6 (Kaiser, 1974), but Bartlett’s test of sphericity was significant ($\chi^2 = 279.21, df = 36, p < .001$). The diagonals of the anti-image matrix were all larger than 0.40 (close to the ideal 0.50) (Yong & Pearce, 2013) and all communalities were greater than 0.50, which exceeds the cut-off value of 0.40 (Costello & Osborne, 2015).

The factor loadings shown in Table 6 indicated that Factors 1 and 4 merged indicators for negotiation/coordination and maintaining team function. Factor 1 loadings indicated a mix of engaging in off-topic conversation and suggesting giving up on the challenge, while Factor 4 reflected positive collaborations with team members complimenting each other after a successful try and encouraging each other to move on after a failure. Factor 2 reflected both constructing
shared knowledge and negotiation/coordination, with indicators suggesting co-occurrence
between checking their understanding and attempting a solution. Factor 3 and Factor 5 more
clearly represented constructing shared knowledge and maintaining team function, respectively.

Table 6. Factors extracted and loadings—*Minecraft Hour of Code* data

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Factor 1</th>
<th>Factor 2</th>
<th>Factor 3</th>
<th>Factor 4</th>
<th>Factor 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of variance explained by the factor</td>
<td>17.74</td>
<td>15.63</td>
<td>13.71</td>
<td>12.42</td>
<td>11.18</td>
</tr>
<tr>
<td>Brings up giving up the challenge (Negotiation/Coordination)</td>
<td>0.89</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Joins off-topic conversation (Maintaining team function)</td>
<td></td>
<td>0.88</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confirms understanding by asking questions/paraphrasing (Constructing shared knowledge)</td>
<td></td>
<td></td>
<td>0.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Makes an attempt after discussion (Negotiation/Coordination)</td>
<td></td>
<td></td>
<td></td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td>Proposes specific solutions (Constructing shared knowledge)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.78</td>
</tr>
<tr>
<td>Interrupts or talks over others (Constructing shared knowledge)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.76</td>
</tr>
<tr>
<td>Compliments or encourages others (Maintaining team function)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.74</td>
</tr>
<tr>
<td>Talks about results (Negotiation/Coordination)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.74</td>
</tr>
<tr>
<td>Asks if others have suggestions (Maintaining team function)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.97</td>
</tr>
</tbody>
</table>

*Note. Loadings with absolute values smaller than 0.40 are not shown.*

**Correlations among facets and sub-facets.** We computed student-level (*n* = 108) facet
and sub-facet scores using the same z-score standardization and aggregation procedures used in
Study 1. We additionally computed team-level scores (*n* = 36) by averaging facet and sub-facet
scores across the three students in a team.
We first examined correlations (at the student level) among the facets and sub-facets (Table 7). Similar to Study 1, sub-facets were significantly correlated with their corresponding main facets ($rs$ from .58 to .87). Unlike Study 1, constructing shared knowledge was orthogonal to both the maintaining team function and negotiation/coordination facets ($rs < .08$), but the latter two facets were correlated with each other ($r = .36, p < .01$).

As we expected, the two sub-facets under each of the three main facets were uncorrelated ($rs$ between -.14 and .10). We found four unexpected correlations across different sub-facets, but with small magnitudes ($rs < .27$). “Takes initiatives to advance collaboration processes” correlated with “shares understanding of problems and solutions” and “responds to others’ questions/ideas.” In addition, the two sub-facets of maintaining team function correlated with one sub-facet of negotiation/coordination (i.e., “monitors execution”).

Study 1’s unexpected correlations were not observed in Study 2—likely given the larger sample, different context (e.g., population and study design), and shorter segment-size (90-seconds) in Study 2. However, both studies revealed a correlation between the “takes initiative to advance collaboration processes” sub-facet (part of maintaining team function) and the “shares understanding of problem and solutions” sub-facet (part of constructing shared knowledge). The co-occurrence of these two sub-facets, even across 90-second windows, might suggest some revision to the theoretical model.
Table 7. Correlation matrix (n = 108) for facets and sub-facets—*Minecraft Hour of Code* data. Data cells shaded in light grey correspond to correlations between facets and sub-facets. Data cells shaded in dark grey correspond to correlations between sub-facets. Unshaded cells correspond to correlations between facets.

<table>
<thead>
<tr>
<th>Constructing shared knowledge</th>
<th>Negotiation/ Coordination</th>
<th>Maintaining team function</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Constructing shared knowledge</strong></td>
<td><strong>Negotiation/ Coordination</strong></td>
<td><strong>Maintaining team function</strong></td>
</tr>
<tr>
<td>Constructs understanding of problems and solutions</td>
<td><strong>Establishes common ground</strong></td>
<td><strong>Responds to others’ questions/ideas</strong></td>
</tr>
<tr>
<td>Constructing shared knowledge</td>
<td>.07</td>
<td>.08</td>
</tr>
<tr>
<td>Negotiation/ Coordination</td>
<td>.36**</td>
<td>.14</td>
</tr>
<tr>
<td>Maintaining team function</td>
<td>.15</td>
<td>-.06</td>
</tr>
<tr>
<td>Shares understanding of problems and solutions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Establishes common ground</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Responds to others’ questions/ideas</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monitors execution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Takes initiatives to advance collaboration process</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fulfills individual roles on the team</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note.* *p* < .05. **p** < .01.
**Relationships among facets and individual differences.** We correlated the three main facet scores with personality traits (extraversion, agreeableness, conscientiousness, emotional stability, and openness), scholastic aptitude via ACT/SAT scores (which strongly correlates with intelligence [Frey & Detterman, 2004]), and gender, and found only one significant correlation ($r$s for the others ranged from -.12 to .13) between negotiation/coordination and being male ($r = .25$). Thus, CPS scores as assessed by our model were independent from personality, intelligence, and to some extent gender.

**Relationships between facets and external measures.** We used the three main facet scores to predict students’ posttest scores, subjective perceptions of team performance, and perceptions of the collaboration (i.e., average of perceptions of communication, cooperation, and agreeableness – see above). We used linear mixed effects models to predict each of the outcome variables at a time, with team as a random intercept and the three facets scores as fixed effects. We included self-reported ACT/SAT scores, gender, team familiarity (i.e., whether the student reported knowing another member of the team), whether the student was the one assigned to control the interaction, and verbosity (total words spoken using the IBM Watson Speech to Text service [IBM, n.d]) as covariates.

After controlling for covariates (see Table 8), we found that students’ constructing shared knowledge facet scores significantly predicted their posttest scores, but not their subjective perceptions of their teams’ performance or the collaboration process. Similarly, maintaining team function was a significant and positive predictor of students’ perceptions of the collaboration outcomes, whereas negotiation/coordination facet scores was a (surprisingly)

---

1 As an example, the following is the R specification for the posttest scores model:
   lmer(PostTest_Score ~ Constructing_Shared_Knowledge + Negotiation_Coordination +
   Maintaining_Team_Function + ACT/SAT + Gender [M/F] + Team_Familiarity [Y/N] +
   ControlInteraction [Y/N] + Total_Words_Spoken + (1|Team_ID))
significant negative predictor of this variable. Regarding the negative relationship, it may be the case that students who felt the need to negotiate with their teammates were dissatisfied with their team’s progress. None of the three facets significantly predicted students’ perceptions of the collaboration, but there was a non-significant ($p = .17$) positive trend for maintaining team function. With respect to the covariates, gender, knowing one’s teammates, and being assigned to control the interaction were unrelated to the three outcome variables, but students with higher ACT/SAT scores scored better on the posttest and were inclined to be more critical of their team’s performance.
Table 8. Mixed effects models (coefficients and 95% confidence intervals in parentheses) regressing individual-level outcome variables on three main facets and covariates.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Posttest Score</th>
<th>Perceptions of Outcomes</th>
<th>Perceptions of Collaboration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constructing shared knowledge</td>
<td>0.55*</td>
<td>0.19</td>
<td>-0.04</td>
</tr>
<tr>
<td></td>
<td>(0.11, 0.99)</td>
<td>(-0.25, 0.63)</td>
<td>(-0.42, 0.34)</td>
</tr>
<tr>
<td>Negotiation/Coordination</td>
<td>-0.28</td>
<td>-0.57*</td>
<td>-0.26</td>
</tr>
<tr>
<td></td>
<td>(-0.74, 0.18)</td>
<td>(-1.03,-.10)</td>
<td>(-0.67, 0.14)</td>
</tr>
<tr>
<td>Maintaining team function</td>
<td>0.31</td>
<td>0.60**</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>(-0.11, 0.72)</td>
<td>(0.18, 1.02)</td>
<td>(-0.10, 0.61)</td>
</tr>
<tr>
<td>Covariates</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACT/SAT Score</td>
<td>0.28**</td>
<td>-0.19</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>(0.09, 0.47)</td>
<td>(-0.39, 0.00)</td>
<td>(-0.08, 0.25)</td>
</tr>
<tr>
<td>Gender [Male]</td>
<td>0.06</td>
<td>0.01</td>
<td>-0.16</td>
</tr>
<tr>
<td></td>
<td>(-0.33, 0.45)</td>
<td>(-0.39, 0.40)</td>
<td>(-0.50, 0.18)</td>
</tr>
<tr>
<td>Familiarity with teammates [Yes]</td>
<td>-0.02</td>
<td>-0.02</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>(-0.46, 0.50)</td>
<td>(-0.55, 0.52)</td>
<td>(-0.47, 0.50)</td>
</tr>
<tr>
<td>Controlling interaction [yes]</td>
<td>-0.22</td>
<td>-0.03</td>
<td>-0.11</td>
</tr>
<tr>
<td></td>
<td>(-0.63, 0.18)</td>
<td>(-0.43, 0.36)</td>
<td>(-0.44, 0.23)</td>
</tr>
<tr>
<td>Verbosity</td>
<td>0.01</td>
<td>-0.08</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>(-0.22, 0.20)</td>
<td>(-0.29, 0.13)</td>
<td>(-0.07, 0.29)</td>
</tr>
<tr>
<td>Intercept</td>
<td>-0.03</td>
<td>0.00</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>(-0.35, 0.28)</td>
<td>(-0.34, 0.34)</td>
<td>(-0.22, 0.39)</td>
</tr>
<tr>
<td>Random Effects</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>0.71</td>
<td>0.68</td>
<td>0.48</td>
</tr>
<tr>
<td>$\tau_{00}$</td>
<td>0.13 Team</td>
<td>0.23 Team</td>
<td>0.22 Team</td>
</tr>
<tr>
<td>ICC</td>
<td>0.15 Team</td>
<td>0.26 Team</td>
<td>0.31 Team</td>
</tr>
<tr>
<td>Marginal R$^2$ / Conditional R$^2$</td>
<td>0.149 / 0.280</td>
<td>0.135 / 0.357</td>
<td>0.058 / 0.354</td>
</tr>
</tbody>
</table>

Note. * $p < .05$; ** $p < .01$; $n = 99$ in these models after removing participants with missing data on some of these variables.

Next we conducted team level analyses. We averaged the triads’ facet scores, ACT/SAT scores, and verbosity, to obtain team-level scores. Two independent raters evaluated each team’s final solution based on five solution requirements (e.g., at least one if statement, and at least three bricks over the water). The two raters reconciled any disagreements via discussion.
Each criterion was worth a single point, and thus scores ranged from 0 to 5 with a mean of 2.86 ($SD = 1.06$).

We regressed (using ordinary linear regression) task score on the three main facet scores and the following covariates: ACT/SAT scores, team familiarity (whether at least one member of a team knew another), and average verbosity. We found that constructing shared knowledge was a significant positive predictor of task score ($B = 1.57$, 95% CI (.20, 2.93), $p = .03$), but negotiation/coordination ($p = .16$) and maintaining team function ($p = .37$) were not. That said, these results should be viewed cautiously due to the small sample size for the team-level analysis ($n = 34$ after removing two teams due to missing data).

5.4. Discussion

We further validated our CPS model in Study 2 by varying the student sample, collaborative task, collaboration environment, and other pertinent factors. The factor analysis indicated that the indicators clustered somewhat differently compared with the results from Study 1. This suggests that the expression of CPS might be context-dependent. The correlational analysis provided some support for the orthogonality of the main facets in our CPS competency model. Importantly, we also found that the CPS facets were unrelated to individual differences in personality and intelligence, but predicted various subject-level and team-level outcomes in expected directions with the exception that the negotiation/coordination facet negatively predicted perceptions of collaborative outcomes. Overall, these results provide further support for the discriminant and predictive validity of our CPS model. And considering the differences between Study 1 and 2, our model shows promise in terms of applications across different samples and contexts.

6. Discussion
The main contribution of this paper is our proposed generalized competency model for CPS and our two validation studies. The three primary facets of our CPS model are constructing shared knowledge, negotiation/coordination, and maintaining team function. Constructing shared knowledge focuses on communicating ideas and expertise to others and establishing shared understanding among group members. Negotiation/coordination helps a team develop and execute team solutions and then revise such solutions as necessary. Maintaining team function reflects a positive group dynamic where members are conscious about being part of a team and proactively contribute to the success of the team.

Compared with existing frameworks, our model integrates social and cognitive aspects of CPS. In addition to simply presenting abstract CPS concepts, our model also provides indicators for each sub-facet to aid in measurement. These indicators can be modified and re-used in different CPS contexts and across different populations. Thus, the model can be used to guide further research on the design of CPS assessments by informing CPS task design to elicit relevant evidence for the targeted skills (Scoular, Care, & Hesse, 2017).

We also validated the construct and predictive validity of our model. The two studies described differed in terms of the CPS task and interaction environment (solving puzzles in the game Physics Playground vs. visual programming with Minecraft Hour of Code), demographics (middle school students vs. college undergraduates), CPS duration (3 hours versus 20 minutes for the main task), roles of each member (dynamic versus static), and coding scheme (coding the entire interaction versus coding thin slices). Despite these differences, both studies provide positive support for our generalized CPS model. Descriptive statistics showed that there was considerable variability in the occurrence of different indicators, with a primary focus on deriving specific solutions (part of constructing shared knowledge).
With respect to our four research questions (see Introduction), we found that (1) factor analyses on indicator frequencies yielded five factors that approximately mapped onto our theoretical model; (2) correlational analysis indicated the facets and sub-facets were, for the most part, orthogonal; (3) the facets showed discriminant validity in that they did not correlate with prior knowledge, intelligence, and personality; and (4) the facets showed incremental predictive validity by predicting team-level task scores and individual-level posttest scores as well as subjective perceptions of the collaboration outcome controlling for covariates.

The results are in line with current research on CPS models. Sharing knowledge, establishing shared understanding, and executing and monitoring solution plans occur frequently in CPS contexts (Andrews-Todd & Forsyth, 2018). Empirical data have shown that proactively co-constructing knowledge facilitates effective collaboration (Howard, Di Eugenio, Jordan, & Katz, 2017). Negotiation via proper argumentation to solve conflicts is the key to advancing the CPS process (Cáceres, Nussbaum, Marroquín, Gleisner, & Marquínez, 2017). Moreover, our empirical results demonstrate that our model can generalize to both face-to-face and remote/online CPS contexts, and can assess and interpret middle school and college students’ CPS behaviors and skills. Our results should be generalizable to other subject areas, populations, and research designs, but that needs to be tested by further studies.

Some of the findings were less clear. For instance, several of the indicators occurred rarely, while others showed low correlation with other indicators in the same sub-facet, suggesting that minor refinements to our CPS model might be in order. In addition, the factor structures did not perfectly align with our theoretical model, with indicators associated with different facets loading onto the same factor in some cases. Similarly, correlations among facets were low (especially in Study 2), but certainly not zero. At first blush, these findings might
suggest that our CPS facets are not “process pure” in that there was no perfect mapping between theoretically-specified indicators and empirically-driven factors. Regardless of the fact that theoretical models rarely are perfectly aligned with empirical data, these results suggest that multiple facets might simultaneously be at play. For example, within a 4-minute (Study 1) or even 90-second (Study 2) segment, a team member might suggest a potential solution (constructing shared knowledge) (e.g., “If water, then turn right”), negotiate with team members about how to execute it (negotiation/coordination) (e.g., “And then you wanna repeat it three times, in that way we have a four by four”), and finally encourage each other if the solution fails (maintaining team function) (e.g., “Okay just reset it. We will figure this out”).

Based on the empirical data, we have made some refinements to our model. For instance, the sub-facet “fulfills individual roles on the team” under the maintaining team function facet only had negative indicators in the model, and they occurred infrequently in our two studies. Therefore, we added another indicator “provides instructional supports” to the sub-facet which captures instances when a student provides step-by-step instructions to direct the game interactions (e.g., if student A proposes a specific solution but student B does not fully understand, then student A directs student B to do certain actions in the game).

Second, while the CPS facets predicted the outcome measures in the expected directions, one surprising finding was that negotiation/coordination negatively predicted subjective perceptions of team performance. Negotiation is sometimes used as a means to resolve conflicts among team members, so it is plausible that those who negotiated more had lower perceptions of how their team was performing. Along these lines, we did find a non-significant negative correlation between the sub-facet “responds to others’ questions/ideas” with subjective perceptions of team performance ($r = -0.14, p = .15$); but no correlation ($r = 0.006, p = .95$) between
the sub-facet “monitors execution” and perceptions of performance. Further, the fact that none of
the facet scores related to students’ perceptions of the collaboration process suggest that facet
scores do not tap onto the factors that students rely on when completing the survey or that the
survey items were unclear. That is, in the survey, students rated their satisfaction on items such
as, “I am satisfied with how we communicated with each other.” We did not specify what
cooperation or communication means and students might have their own understanding and
criteria of effective collaboration.

Like all studies, ours has limitations. One limitation is the small sample sizes in both
studies, with 11 teams in Study 1, and 36 in Study 2. Future studies should include more teams to
enable better-powered team-level analyses. Another limitation pertains to our somewhat larger
coding windows of 240 seconds and 90 seconds. This may prevent more stringent tests of facet
orthogonality, because indicators for multiple facets can appear in those larger time windows. A
more fine-grained unit of analysis, such as utterance-level coding, would alleviate this concern.
Moreover, we only tested our model across two CPS tasks in laboratory settings which limits our
claims of generalizability. More studies are needed to test our model across various tasks and in
authentic (non-laboratory) CPS environments. Additionally, we did not test our model among
existing teams who have their own cultures. As such, our claims are currently limited to newly
formed teams.

There are also several directions for future work. Manual coding is time-consuming
(Graesser et al., 2018), so in future studies, we plan to automate the coding of verbal indicators.
Some researchers have begun investigating best practices for automated assessment using the
PISA and ATC21S frameworks (e.g., Hao et al., 2017; Scoular et al., 2017; von Davier et al.,
2017). Such automated coding could also be used as the basis to provide timely feedback to
inform students and teachers (Awwal et al., 2017). We are currently taking a step in this direction. For instance, to accomplish utterance-level coding, we have been using IBM Watson Speech-to-Text to transcribe audio recordings. Coders were trained to code each utterance by putting the video and the transcripts side by side, so that coders could check both sources. We can then use supervised text classification techniques to learn a model that replicates the human coding from language features like we have done in related research areas (Author, 2017; Author, 2019) (note that our results are ongoing and outside the scope of this paper). We are currently pursuing work on modeling nonverbal synergy in interpersonal interaction, using machine learning classification techniques (Authors, 2018). We hope to extend such work to this dataset in the near future.

Future research should also address how to monitor CPS processes over time, both within a single CPS session and across multiple sessions. Do teams improve collaboration as the session progresses, and is the degree of improvement predictive of outcomes? Additionally, there is the question of how to best assess individual and group competency levels separately because individual performance depends heavily on other team members’ behaviors (von Davier et al., 2017). Highly competent students, for example, tend to drive the outcome of the group performance, thus the group outcome does not necessarily reflect individual performance, especially for low-ability students (Wilczenski, Bontrager, Ventrone, & Correia, 2001).

In conclusion, to prepare students for success in school, jobs, and life in general, it is important to train them to be effective collaborative problem solvers. This requires accurately and reliably assessing their CPS skills. Our generalized model aims to serve as a guideline for CPS training and assessment given its potential to generalize across two different collaborative contexts and populations.
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Highlights

- There is no consensual definition or framework of collaborative problem solving.
- Our generalized competency model is to inform assessment and support.
- Empirical evidence shows that our model is applicable across different contexts.