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The first challenge of accomplishing the goals of any successful instructional system depends on accurately assessing learners and leveraging the information to improve learning (e.g., Conati, 2002; Park & Lee, 2003; Shute, Lajoie, & Gluck, 2000; Snow, 1994). This paper describes an approach for modeling key competencies and developing valid assessments embedded within an immersive game. Specifically, we describe theoretically-based research relating to stealth assessment, diagnosis, and instructional decisions, operational within an immersive game environment. Stealth assessment and diagnosis occur during the learning (playing) process, and instructional decisions are based on inferences of learners’ current and projected competency states.

Keywords: Bayesian networks, evidence-centered design, games, stealth assessment, systems thinking

Can games be used to support meaningful learning? Most likely the answer is yes, conditional on more research being conducted in this area. In general, we believe that (a) learning is at its best when it is active, goal-oriented, contextualized, and interesting (e.g., Bransford, Brown, & Cocking, 2000; Bruner, 1961; Quinn, 2005; Vygotsky, 1978); and (b) learning environments should thus be interactive, provide ongoing feedback, grab and sustain attention, and have appropriate and adaptive levels of challenge—i.e., the features of good games (e.g., Prensky, 2001; Salen & Zimmerman, 2004).
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Along the same lines, Gee (2003) has argued that the secret of a good game is not its 3D graphics and other bells and whistles, but its underlying architecture where each level dances around the outer limits of the player’s abilities, seeking at every point to be hard enough to be just doable. Similarly, psychologists (e.g., Falmagne, Cosyn, Doignon, & Thiery, 2003; Vygotsky, 1987) have long argued that the best instruction hovers at the boundary of a student’s competence. More recent reports (e.g., Shute, Rieber, & Van Eck, in press; Thai, Lowenstein, Ching, & Rejeski, 2009) contend that well-designed games can act as transformative digital learning tools to support the development of skills across a range of critical educational areas. In short—well designed games have the potential to support meaningful learning across a variety of content areas and domains.

A common challenge in both learning and gaming environments relates to the provision of formative feedback. It is an important component of learning (Shute, 2008) and also a critical part of good game design where players are provided with challenges that are commensurate with their skill level, and given feedback to let them know how they are progressing. Ideally learners or players are assessed and provided with feedback in a natural and seamless manner that supports learning while not disrupting the fun of game play.

**Purpose**

This paper describes a conceptual framework and tools for modeling, assessing, and supporting important competencies via assessments embedded within immersive games. Our modeling efforts extend an existing evidence-centered design (ECD) approach formulated by Mislevy, Steinberg, and Almond (2003) and employ Bayesian networks (Pearl, 1988). Inferences – both diagnostic and predictive – about current competency states are handled by Bayes nets and used directly in the student models to handle uncertainty. To make these ideas more concrete, we focus on an existing 3D immersive game called Quest Atlantis: Taiga Park (e.g., Barab & Jackson, 2006; Barab et al., 2007a; Barab et al., 2007b), and demonstrate how evidence is gathered and interpreted in relation to one of our targeted competencies: systems thinking skill.

To accomplish our goal of developing really good assessments embedded in games that can also support learning, we turn now to the “how” part of the story; namely, an overview of evidence-centered design (ECD) which supports the design of valid assessments. ECD entails developing competency models and associated assessments. We extend ECD by embedding these evidence-based assessments within interactive environments – comprising stealth assessment. Afterwards, we present a brief literature review and comprehensive model associated with the systems thinking competency, as well as a description of how
these ideas actually play out within an existing immersive game – Quest Atlantis: Taiga Park.

**ASSESSMENT METHODOLOGY: EVIDENCE-CENTERED DESIGN**

The fundamental ideas underlying ECD came from Messick (1994). This process begins by identifying what should be assessed in terms of knowledge, skills, or other learner attributes. These variables cannot be observed directly, so behaviors and performances that demonstrate these variables need to be identified instead. The next step is determining the types of tasks or situations that would draw out such behaviors or performances. An overview of the ECD approach is described below (for more on the topic, see: Mislevy & Haertel, 2006; Mislevy, Almond, & Lukas, 2004; Mislevy, Steinberg, & Almond, 2003).

**ECD Models**

The primary purpose of an assessment is to collect information that will enable the assessor to make inferences about students’ competency states – what they know and can do, and to what degree. Accurate inferences of competency states support instructional decisions that can promote learning. ECD defines a framework that consists of three theoretical models that work in concert. The ECD framework requires an assessor to: (a) define the claims to be made about students’ competencies, (b) establish what constitutes valid evidence of the claims, and (c) determine the nature and form of tasks or situations that will elicit that evidence. These three actions map directly onto the three main models of ECD shown in Figure 1.

A good assessment has to elicit behavior that bears evidence about key competencies, and it must also provide principled interpretations of that evidence.
Competency Model

What collection of knowledge, skills, and other attributes should be assessed? Variables in the competency model (CM) are usually called “nodes” and describe the set of person variables on which inferences are based. The term “student model” is used to denote a student-instantiated version of the CM, like a profile or report card only at a more refined grain size. Values in the student model express the assessor’s current belief about a student’s level on each variable within the CM. For example, suppose the CM for a science class that valued the general competency of systems thinking contained a node for “Create a causal loop diagram.” The value of that node—for a student who was really facile at understanding and drawing causal loop diagrams—may be “high” (if the competency levels were divided into low, medium, and high), based on evidence accumulated across multiple, relevant contexts.

Evidence Model

What behaviors or performances should reveal differential levels of the targeted competencies? An evidence model expresses how the student’s interactions with, and responses to a given problem constitute evidence about competency model variables. Basically, an evidence model lays out the argument about why and how observations in a given task situation (i.e., student performance data) constitute evidence about CM variables. Using the same node as illustrated in the CM section above, the evidence model would clearly indicate the aspects of causal loop diagrams that must be present (or absent) to indicate varying degrees of understanding or mastery of that competency.

Task Model

What tasks should elicit those behaviors that comprise the evidence? A task model (TM) provides a framework for characterizing and constructing situations with which a student will interact to provide evidence about targeted aspects of knowledge or skill related to competencies. These situations are described in terms of: (a) the presentation format (e.g., directions, stimuli), (b) the specific work or response products (e.g., answers, work samples), and (c) other variables used to describe key features of tasks (e.g., difficulty level). Thus, task specifications establish what the student will be asked to do, what kinds of responses are permitted, what types of formats are available, and other considerations, such as whether
the student will be timed, allowed to use tools (e.g., calculators, dictionaries), and so forth. Multiple task models can be employed in a given assessment. Tasks are the most obvious part of an assessment, and their main purpose is to elicit evidence (which is observable) about competencies (which are unobservable).

**Design and Diagnosis**

As shown in Figure 1, assessment design flows from left to right, although in practice it's more iterative (i.e. the assessor identifies competency variables, establishes the criteria for evaluating performance, and designs/administers the tasks to elicit performance evidence). Diagnosis (or inference) flows in the opposite direction. That is, an assessment is administered, and the students’ responses made during the solution process provide the evidence that is analyzed by the evidence model. The results of this analysis are data (e.g., scores) that are passed on to the competency model, which in turn updates the claims about relevant competencies. Next we describe our stealth assessment idea.

**Stealth Assessment**

When embedded assessments are so seamlessly woven into the fabric of the learning environment that they are virtually invisible, we call this stealth assessment (see Shute, in press; Shute, Ventura, et al., 2009). Such assessments are intended to support learning, maintain flow, and remove (or reduce) test anxiety, while not sacrificing validity and reliability (Shute, Hansen, & Almond, 2008). In addition, stealth assessment can be accomplished via automated scoring and machine-based reasoning techniques to infer things that are generally too hard for humans (e.g., estimating values of competencies across a network of skills via Bayesian networks).

In learning environments with stealth assessment, the competency model accumulates and represents belief about the targeted aspects of knowledge or skill, expressed as probability distributions for CM variables (Almond & Mislevy, 1999; Shute, Ventura, et al., 2009). Evidence models identify what the student says or does that can provide evidence about those skills (Steinberg & Gitomer, 1996) and express in a psychometric model how the evidence depends on the CM variables (Mislevy, 1994). Task models express situations that can evoke required evidence. In short, ECD provides (a) a way of reasoning about assessment design, and (b) a way of reasoning about student performance in gaming or other learning environments.

We now turn our attention to a brief literature review and model of a particular competency: systems thinking skill. Subsequently, we present an example of how to assess this competency within an immersive game.
Systems Thinking

*The whole is more than the sum of its parts. ~ Aristotle*

Rapid changes in today’s world have revealed new challenges to and requests from our educational system. Problems facing today’s citizens (e.g., massive oil spill in the Gulf of Mexico, racial and religious intolerance) are complex, dynamic, and cannot be solved unilaterally. Furthermore, many of these problems are ill-structured in that there is not just one correct solution. Instead, we need to think in terms of the underlying system and its sub-systems to solve these kinds of problems (Richmond, 1993). The ability to act effectively in such complex situations requires competence in what’s called systems thinking (ST) skill (Arndt, 2006).

Definition of ST

The systems thinking construct refers to one’s ability to understand the relationships between elements in a given environment. Salisbury (1996) defines ST as being able to consider all of the elements and relationships that exist in a system, and know how to structure those relationships in more efficient and effective ways. In general, a system can be defined as a group of parts or components working together as a functional unit (Ossimitz, 2000; Salisbury, 1996). A system can be physical, biological, technological, social, symbolic, or it can be composed of more than one of these (Barak & Williams, 2007). Furthermore, many systems are quite complex (e.g., the ecosystem of the world and the human body). To understand the behavior of such complex systems, we must understand not only the behavior of the parts, but also how they act together to form the behavior of the whole. Thus, complex systems are difficult to understand without describing each part, and each part must be described in relation to other parts (Bar-Yam, 1997).

Our ST Competency Model

To assess and support ST within a learning environment, it’s possible to construct indicators for important aspects of systems thinking (Assaraf & Orion, 2005). Having a good competency model should permit educators to collect data about students’ knowledge of and performance on a set of activities requiring the application of ST skills. This information could then be used to make inferences about students’ current ST competency levels, at various grain sizes, for diagnostic, predictive, and instructional purposes.

Our ST competency model consists of three first-level variables: (1) specifying variables and problems in a system, (2) modeling the system, and (3) testing the model via simulation (see Figure 2). Each of these first-level variables will now be described in turn.
Specify variables and problems

We believe that the ST process begins by defining problems, formulating and testing potential solutions, and distinguishing fundamental causes of problems (Walker, Greiner, McDonald, & Lyne, 1998). After defining a problem, system components can be specified in relation to that problem. The best way to determine system components is to answer questions about causality, such as: “What causes overpopulation?” Some relevant answers may include: poverty, lack of education, inadequate birth control resources, etc.

Model the system

Conceptual modeling involves explicating important variables and their relationships relative to a particular system. A variety of tools exist to support conceptual modeling, and the intent of a model is to identify the feedback structures that control behavior. Because many elements of a system can’t be observed directly, models help us to visualize and externalize those elements (Jonassen,
A particularly difficult part of modeling complex systems concerns *interactions* because no action is unilateral in its impact. When one element of a system is changed it in turn influences other elements of the system. Thus, ST requires an understanding of the dynamic, complex, changing nature of systems (Salisbury, 1996). To understand the whole system and its dynamic interactions, the concepts of stocks and flows are crucial (Mills & Zounar, 2001; Sterman, 2000). *Stocks* can be defined as state variables (or accumulations) which hold the current, snapshot state of the system. Stocks completely explain the condition of the system at any point in time and do not change instantaneously. Rather, they change over a period of time (such as the amount of water in a lake, or abstract concepts like the level of happiness). *Flows* represent changes, or rates of change. Flows increase or decrease stocks not just once, but at every unit of time (Martin, 1997). For example, the total accumulation of water within a lake is decreased by evaporation and river outlets while it is increased by precipitation and river inlets. Consequently all system changes through time can be represented by using only stocks and flows.

In addition to understanding system concepts (i.e., stocks and flows, as well as inputs, processes, and outputs), system thinkers must also be concerned with feedback loops. Feedback represents information about results that supports the system so that the system can modify its work (Salisbury, 1996). The idea of feedback opens the door for quite complex understanding. In interrelated systems we have not only direct, but also indirect effects which may lead to feedback loops. Every action, change in nature, etc. is located within an arrangement of feedback loops, represented by causal loop diagrams.2

Another distinction that’s made in systems thinking is between open- vs. closed-loop systems. Most people think in a linear manner (i.e., one cause, one effect) to achieve their goals. Such thinking represents an open-loop system (see Figure 3), where you see a problem, decide on an action, expect/observe a result, and the loop ends (Forrester, 1996). However, the real world does not consist of simple linear relations but of complex relations that are highly interconnected and dynamic. Consequently, the behavior of real systems is often difficult to anticipate because it may be counterintuitive, nonlinear, and irreversible. As a result, linear thinking applied to complex systems is likely to fail (Senge, 1994; Sterman, 2000).

---

2 System dynamics uses two ways to represent the dynamic structures: causal loop diagrams and stock and flow diagrams. Causal loop diagrams are visualizations representing structural interrelationships between the parts of a system. They show the process of the system with arrows going from one element to another and back again (Senge et al., 2000), but these diagrams do not explain the unique qualities of a particular situation. Stock and flow diagrams represent the structure of a system with more detailed information than causal loop diagrams (Lane, 2008).
ST requires knowing about the individual parts of a system, the role each part plays, and how these parts interact to function as a whole (Assaraf & Orion, 2005).

Test the model

After conceptually modeling the system, the next step involves actually testing out the model. This entails simulating the system (via computational models), running the model, and then drawing conclusions and making decisions based on the obtained results (Richmond & Peterson, 2005). The actual results are compared with the expected results and significant differences must be examined carefully. The examination process of unexpected simulation results contains excellent opportunities for learning because it requires intensive reflection by the student, as well as adaptation of one’s mental model (for more, see Jensen & Brehmer, 2003; Sterman, 2000).

APPLICATION OF THE STEALTH ASSESSMENT APPROACH

The purpose of our example in this section is to test the feasibility of our stealth assessment approach within an existing immersive game. In the example that follows, we first describe the game (Quest Atlantis: Taiga Park), an immersive, role-playing game set in a modern 3D world (see Barab et al, 2007b). Next, we present an ECD formulation relating to systems thinking skill as applied to
and assessed during game play. Finally, we compare a hypothetical player at two different points in time (at the beginning and more advanced stages of learning) in relation to her ST skill.

**Quest Atlantis: Taiga Park**

Taiga is the name given to a beautiful virtual park with a river running through it (Barab et al., 2007a; Zuiker, 2007). The park is populated by several groups of people who use or depend on the river in some capacity. In addition to the park ranger (Ranger Bartle), the three stakeholders include: (a) the Mulu (indigenous) farmers; (b) Build-Rite Timber Company; and (c) the K-Fly Fishing Tour Company. There are also park visitors, lab technicians, and others with their own sets of interests and areas of expertise. The Taiga storyline focuses on the declining fish population in the Taiga River. Students participate in this world by helping Ranger Bartle figure out how to solve the dying-fish problem and thus save the park.

As part of the first mission, a student has to interview thirteen different characters throughout the park and “hear” from each one of them about what is causing the fish to die. The interviewees’ input consists of both opinions and facts about the problem. It soon becomes obvious that the three main stakeholders blame each other, and there are additional problems in this world besides the dying fish. At the end of the first mission, students are required to formulate and state an initial hypothesis about the fish-decline problem. This hypothesis is not based on scientific evidence, but on what was heard from the different stakeholders.

For the second mission, students collect water samples from three different sites along the river and analyze the water quality based on six indicators (e.g., pH level, temperature, and turbidity). Students must submit their interpretation of the water quality data, and also explain which human activities (e.g., fishing, farming, and logging) at each of the three water collection sites cause the problem and how the activities and water-quality data are interrelated. The third mission focuses on reasoning about the data that’s been collected, and drawing a preliminary scientific conclusion based on the hypothesis rendered in the preceding mission.

The fourth mission is set two years in the future. It starts with the student being required to name one of the stakeholders as the key culprit in terms of the fish-decline problem. Using a time machine (woven neatly into the narrative), and exploring Taiga two years in the future, students can see that ignoring the larger picture (i.e., interrelationships among the stakeholders) and focusing on a simple causal hypothesis and ensuing solution does not work. For instance, suppose that a student blamed the loggers for the fish-decline problem (i.e., logging causes erosion that increases the river’s turbidity which leads to gill damage and ulti-
mately death in fish). On the basis of this hypothesis, the park ranger “solves” the problem by ridding the park of the loggers. The future results of the logger-removal decision show that the problem has not been solved. To complete this mission, the student has to explore the future park and explain what has occurred, answering the following questions: (a) Why does blaming just one group create a whole set of different problems? and (b) How can the set of problems be resolved?

The fifth and final mission in Taiga Park requires students to think of the park as a system, and generate a more coherent hypothesis in relation to the problem, on which the park ranger will act. Students again employ the time machine to travel five years into the future where they view the new version of Taiga Park based on their systemic solution to the problem (i.e., involving both environmentally- and economically-sustainable solutions). By interviewing different people in Taiga Park in the future, students identify which changes occurred and how they reflect a socio-scientific solution.

**ECD Models Applied to Taiga**

Taiga Park, with its requirement for socio-scientific inquiry as well as continuous reflection and revision of current understanding, is an ideal environment to demonstrate the use of ECD for systems thinking. Figure 4 shows the ECD models for a fragment of the ST competency (i.e., Model the System), with particular focus on “Create Causal Loop Diagrams.”

Notice that “competency model” and “evidence model” are the same terms as we used in the previous ECD discussion. However when extending to game environments, we use the term “action model” instead of task model. An action model reflects the fact that we are dynamically modeling students’ actions within the particular game. These actions form the basis for gathering evidence and rendering inferences, and may be compared to simpler task responses as with typical assessments. The lined boxes shown within the evidence model denote what are called conditional probability tables (CPTs). These CPTs represent the statistical relations (or “glue”) between the indicators (observable) and competencies (unobservable).

**Competency Model**

By the time students reach Mission 4 in Taiga Park, they have (a) interviewed a variety of people who have a stake in the park, (b) collected water samples from three different points along the river, and (c) taken snapshots at five observation posts located along the river. Thus in Mission 4, students need to demonstrate an understanding of how the water quality indicators (e.g., turbidity, pH level,
temperature) relate to the activities along the river, specifically in relation to their effects on the fish population. Additionally, students should be able to draw a causal loop diagram that shows the system variables that are reducing the population of fish in the river.

**Evidence Model**

This model determines how the observable aspects of the students’ actions in the game may be used (i.e., collected and aggregated) as evidence for the competency variables. The evidence model contains: (a) outcomes from the assigned quests such as diagrams created or short answers provided to specific questions, (b) rules for scoring the student submissions, and (c) weights in terms of the outcomes’ contributions to associated competencies.

**Action Model**

Similar to the task model, the action model in a gaming situation defines the sequence of actions and each action’s indicators of success. Actions represent the things that students do to complete the mission. Table 1 lists a few representative actions and their indicators relevant to various Taiga Park missions.
In the current version of Taiga Park, students write and submit short essays to their teachers as a required part of the missions. The teacher then reviews the essays, using a set of rubrics to score them. In addition to the essays, students can create and submit causal loop diagrams (demonstrating the relevant variables within the system and their cause-effect relationships). Within the game, such diagrams may be uploaded as an attachment to student essays, but they are optional. One problem with the current implementation is the large burden it places on teachers to not only monitor their students’ game play, but to also carefully read and score all essays, interpret and assess the quality of all submitted causal diagrams, as well as provide feedback to support students’ learning. Additionally, there may be ambiguity in diagrams and subjectivity in assessing on the teachers’ parts. We believe, however, that crafting causal diagrams is an important aspect of system thinking competency and this activity should be an integral (not optional) part of the game.

**Tools to automatically assess causal diagrams**

If causal diagrams were required in the game, how could we automate their assessment? Solving this issue would reduce teachers’ workload, increase the reliability of the scores, and clearly depict students’ current mental models (or conceptualizations) of various systems operating within Taiga Park. In this illustration, we focus on an Excel-based software application called jMap (Jeong, 2008a; Shute, Jeong, & Zapata-Rivera, in press) that students can use to create causal diagrams. jMap is designed to accomplish the following goals: (1) elicit, record, and automatically code mental models; (2) visually and quantitatively assess changes in mental models over time; and (3) determine the degree to which the changes converge towards an expert’s or an aggregated group model (for more

---

**TABLE 1**

List of a few relevant actions and associated indicators.

<table>
<thead>
<tr>
<th>Action</th>
<th>Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Summarize water quality indicators along the river</td>
<td>• Accurately note water quality indicators for 3 points along the river</td>
</tr>
<tr>
<td></td>
<td>• Accurately note whether indicators signify good or bad water quality</td>
</tr>
<tr>
<td>Explain how the various stakeholders contribute to the fish-decline problem</td>
<td>• Correctly identify stakeholders and their main activities near the river</td>
</tr>
<tr>
<td></td>
<td>• Correctly relate these activities to erosion</td>
</tr>
<tr>
<td></td>
<td>• Correctly relate these activities to eutrophication</td>
</tr>
<tr>
<td>Create causal loop diagram</td>
<td>• Include complete set of variables and links in the diagram</td>
</tr>
<tr>
<td></td>
<td>• Accurately identify relationships among variables (positive or negative)</td>
</tr>
</tbody>
</table>
information about the program, including links and papers, see: http://garnet.fsu.edu/~ajeong).

Using jMap, students create their causal maps using Excel’s autoshape tools. Causal links are used to connect a collection of variables together, and link strength may be designated by varying the thicknesses of the links (not relevant to the current example). In jMap, comparisons between a student’s and a target map begin by automatically coding/ translating each map into a transitional frequency matrix (see Table 2). Each observed link within the student’s map is recorded into the corresponding cell of the matrix.

Once all (i.e., student and expert maps) have been automatically coded into transitional frequency matrices, jMap regenerates visual diagrams/maps of each model using a standardized template to facilitate visual analysis and comparison of maps. Consequently, jMap can be used to superimpose: (a) the map of one learner produced at one point in time over a map produced by the same learner at a later point in time; (b) the map of one learner over the map of a different learner; or (c) the map of a learner over the map of an expert (see Shute, Jeong, & Zapata-Rivera, in press for examples). jMap can also be used to aggregate all the frequencies across the

<table>
<thead>
<tr>
<th>Transition Frequency Matrix</th>
<th>Taiga Park income</th>
<th>Need more logging</th>
<th>Cutting trees</th>
<th>Soil erosion</th>
<th>Sediment in water</th>
<th>Temp. of water</th>
<th>Dissolved oxygen</th>
<th>Fish population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taiga Park income</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Need more logging</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cutting trees</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soil erosion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sediment in water</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temp. of water</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dissolved oxygen</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fish population</td>
<td>+2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In jMap, values of 1, 2, and 3 are used to denote differential relationship strengths, depicted in terms of line thicknesses. For simplicity, in our depiction (i.e., Figure 5) we kept all strengths the same. Values in Table 2 reflect more realistic strengths.
matrices of multiple learners to produce an aggregate frequency matrix representing the group. As a result, the resulting group map can also be superimposed over an individual learner’s map or an expert map. Users (e.g., teachers, researchers, students, and others) can toggle between maps produced over different times to animate and visually assess how maps change over time and see the extent to which the changes are converging toward an expert or group map.

In this scenario, and as part of their gaming mission, students would draw their causal diagrams using jMap, which would contain a collection of system elements. The submitted maps would then be automatically compared in terms of propositional structure with an expert (or target) map. Higher similarity indices between the two would lead to higher estimates for the relevant competency.

Several validation studies have been conducted to test whether students can effectively create causal diagrams (e.g., Burns and Musa, 2001), and whether the diagrams make causal sense. For instance, Shute, Jeong, and Zapata-Rivera (in press) assessed students’ abilities to construct causal diagrams. Students were asked to map out their theories/beliefs on how the choice of media (in an e-learning environment) shapes learning effectiveness. Students were given a set of 10 variables and asked to draw causal diagrams mapping out the relationships between the variables at three different points in time (spanning seven days). The study examined how causal maps evolved relative to understanding the issues. jMap was used to detect structural differences in students’ causal diagrams as they progressed through the week. Jeong (2008) also showed that students are able to use causal diagrams to articulate and refine their beliefs on factors that impact collaborative learning and instructional strategies. In both studies, jMap demonstrated strong potential as a tool capable of (a) assessing students’ understanding of complex phenomenon, (b) tracking evolving mental models, and (c) providing feedback to students’ on their performance vis-a-vis an expert or reference diagram.

**Adding stealth assessment to Taiga Park**

Consider a student named Clara (which is a pseudonym for one of the authors of this paper). Two causal loop diagrams were obtained from her at two different points in time: during an early mission in Taiga Park, and then during her final mission. During the early mission, Clara blamed the decline-in-fish-population problem solely on the loggers. Her causal loop diagram at that point is shown in Figure 5. The full set of variables available in the jMap collection includes those shown in her diagram, as well as others such as: dissolved oxygen in the water, temperature of the water, and pH level of the water. The relationships between variables are also recorded directly in the diagram using a “+” (for a positive function) or a “−” (for an inverse function).
When she visits Taiga Park two years in the future, Clara quickly realized that her simple conceptualization of the problem (i.e., blaming just a single group of resident stakeholders – the loggers) and the ensuing solution (i.e., Ranger Bartle’s banning the loggers from Taiga Park) was in vain. That is, two years into the future, she sees converging evidence that the fish population is still suffering – perhaps even worse than before. Over the course of additional actions and interactions in Taiga Park (e.g., comparing photos taken along the river at different times, interviewing people in the present and the same people again in the future), she gradually understands the ramifications of her previous solution. That is, because the loggers are gone, the Mulu farmers had to increase their farming operations to offset their lost income (from loggers’ rent money). This increase in farming operations resulted in more nutrients from fertilizer running off into the river and affecting the ecosystem (negatively for the fish, positively for the algae); and more toxic waste running off into the river from increased use of pesticides.

Many actions and interactions later, Clara eventually comprehends the functional relationships among all three stakeholders and sees how they all are to blame for the problem. This holistic (system) understanding can now provide the basis for an effective solution to the declining-fish-population problem that concurrently addresses all aspects of the issue (i.e., the effects of farming, logging, and fishing tournaments on the fish population). Consequently, she draws a more comprehensive causal diagram (see Figure 6) and recommends various regulations on all three stakeholders to Ranger Bartle.
So how does jMap derive indicator values to feed into the Bayes net? Let’s look at the jMap analysis comparing Clara’s Time 1 map to an expert map. As shown in Figure 5, Clara demonstrated incomplete modeling of the system based on her performance on relevant indicators. A screen capture from jMap is shown in Figure 7. Here, jMap’s automatically generated diagram uses colored links to visually identify differences between two selected maps – in this case between Clara’s Time 1 map and an expert’s map. Dashed arrows denote missing links (i.e., links that are present in the expert map but missing in the student map), and solid arrows denote shared links. Black arrows represent positive relationships and grey ones represent negative relationships. By visual inspection, we can see that Clara has omitted three links and two important nodes in her causal loop diagram relative to the expert’s map (shown by the three dashed arrows).

Clara’s errors of omission would suggest that she believes sediment in the water directly and negatively affects the fish population. However, sediment in the water actually serves to increase water temperature, which in turn causes a decrease in the dissolved oxygen. Inadequate oxygen would cause fish to die. This provides the basis for valuable feedback to Clara, which could be automatically generated, or provided by the teacher (e.g., “Nice job, Clara—but you forgot
to include the fact that sediment increases water temperature which decreases the amount of dissolved oxygen in the water. That’s the reason the fish are dying—they don’t have enough oxygen"). In addition, the lab technician (or another knowledgeable character in Taiga) could provide feedback in the form of a causal loop diagram, like the one shown in Figure 7, explicitly including those variables in the picture. That way, she can see for herself what she’d left out.

In addition to the standardized maps, the jMap interface includes two tables, also shown in Figure 7. The table on the left includes navigational tools. The table on the right labeled “Quantitative Measures” provides an indication of the similarity between the current map (in this case, Clara at Time 1) and the expert map. The percentage of shared links between the two maps is 62.5%. If cut-off values were assigned (e.g., 0–33% = low; 34–66% = medium; 67–100% = high), then Clara’s accuracy/completeness of her diagram would be classified as medium. Furthermore, she would receive a “high” score on accuracy of links because she’d created the correct relations of the links in her diagram (i.e., positive vs. negative functions). These indicator outcomes are then inserted into the Bayes net (see Figure 8) through the Netica software that was used to create the Bayes net.
Bayes networks provide a graphical demonstration to explain complex probabilistic relationships among different constructs (Pearl, 1988; Pearl & Russell, 2003). Bayesian analysis estimates directly and dynamically the value of quantity rather than the value of a test statistic (Reckhow, 2002). Once the information is inserted into the Bayes net, it is propagated throughout the network to all of the nodes, whose estimates are subsequently updated. For instance, Clara’s Time 1 estimate for the competency, “create causal loop diagram” is medium; her “elaborate causal reasoning” competency, however, is estimated at low, as is her overall competency, “model the system.” She has more work to do in Taiga Park, and this analysis and diagnosis targets particular areas for improvement.

By the final mission, as evidenced in her causal loop diagram shown in Figure 6, Clara has acquired a good understanding of the various systems operating in concert in Taiga Park. This example shows how the outcomes of actions carried out within the game can be used to infer different levels for important competencies in a game environment.

**SUMMARY**

We presented an innovative approach for embedding evidence-based assessment within an immersive game environment to estimate students’ evolving system thinking skills. The ongoing assessment information is intended to provide the basis for bolstering students’ competency levels within the game, directly and indirectly. Our approach represents an extension of ECD, which normally entails
assessment tasks (or games, simulations, and others.) being developed at the end of the ECD process. But in this paper, we illustrated how we can employ an evidence-based approach using an existing game.

The steps of this approach involve the following: (a) define the competency model for systems thinking; (b) determine indicators of the low-level nodes in the CM relative to particular game actions; (c) specify scoring rules for the indicators; and (d) develop evidence models that statistically link the indicators to particular nodes in the CM via Bayes nets (or any other method for accumulating evidence). Our hypothesis is that the CM (stripped of specific “indicators”) should be transferable across environments that require students to engage in systems thinking skill. This type of “plug and play” capability would make the CM scalable, which comprises part of our plans for future research. Finally, we presented just one example of automatically assessing a component of ST (i.e., creating causal loop diagrams). However, other nodes in the model can be easily and automatically assessed, like those that relate to acquiring relevant knowledge (e.g., water-quality indices like turbidity and alkalinity) and information gathering skill within a given environment (e.g., collecting water samples from different parts of the river and making sense of the data). Additional attributes (e.g., teamwork and communication skills) can similarly be assessed in the game, providing that a CM has been developed and indicators fully identified.

Another near-future research plan includes examining our stealth assessment approach under conditions where there are multiple, valid solutions to a problem (i.e., less-structured scenarios compared to Taiga Park). For instance, we are currently exploring and analyzing other worlds in Quest Atlantis and deriving assessments that pertain to (a) creative problem solving, and (b) multiple-perspective taking, both identified as key competencies for the 21st century. In less-structured environments, multiple solutions can be identified by experts in the content area, and each possible solution then converted to a Bayesian network. The higher level competency nodes (reflecting mastery of rules applicable to a wide range of problems within a content area) should be similar, while the lower-level indicators reflect different approaches to problem solving (Conati, 2002).

**DISCUSSION**

The main problem that we seek to address with this research is that educational systems (in the U.S. and around the world) need to identify ways to fully engage students through learning environments that meet their needs and inter-
ests (e.g., through well-designed educational games). We maintain that not only is it important to determine the skills needed to succeed in the 21st century, but also to identify particular methods for designing and developing assessments that are valid and reliable and can help us meet the educational challenges confronting us today. One challenge concerns the need to increase student engagement. Thus, we have chosen to embed our stealth assessment approach and associated tools within the context of an immersive game (e.g., Quest Atlantis). Through such games, learning takes place within complex, realistic, and relevant environments (although even fantasy games, such as quests within legendary kingdoms involving non-human characters, can be used as the basis for assessment and support of valuable skills).

The challenge for educators who want to employ games to support learning is making valid inferences about what the student knows, believes, and can do without disrupting the flow of the game (and hence student engagement and learning). Our solution entails the use of ECD which enables the estimation of students’ competency levels and further provides the evidence supporting claims about competencies. Consequently, ECD has built-in diagnostic capabilities that permits a stakeholder (i.e., the teacher, student, parent, and others) to examine the evidence and view the current estimated competency levels. This in turn can inform instructional support or provide valuable feedback to the learner.

So what are some of the downsides of this approach? Implementing ECD within gaming environments poses its own set of challenges. For instance, Rupp, Gushta, Mislevy, and Shaffer (2010) have highlighted several issues that must be addressed when developing games that employ ECD for assessment design. The competency model, for example, must be developed at an appropriate level of granularity to be implemented in the assessment. Too large a grain size means less specific evidence is available to determine student competency, while too fine a grain size means a high level of complexity and increased resources to be devoted to the assessment.

Another challenge comes from scoring qualitative products such as essays, student reflections, and online discussions where there remains a high level of subjectivity even when teachers are provided with comprehensive rubrics. Thus a detailed and robust coding scheme is needed that takes into account the context of the tasks and semantic nuances in the students’ submissions. Currently, Taiga Park employs a system that enables teachers to view their students’ progress during their missions via a web-based Teachers Toolkit panel. This enables teachers to receive and grade all of the student submissions (which, across the various missions, may start to feel like a deluge). In our example, instead of spending countless hours grading essays and diagrams, teachers could simply review students’
competency models, and use that information as the basis to alter instruction or provide formative feedback (see Shute, 2008).

In conclusion, we propose using ECD, stealth assessment, and automated data collection and analysis tools to not only collect valid evidence of students’ competency states in game environments, but to also reduce teachers’ workload in relation to managing the students’ work (or “play”) products. If the game was easy to employ and provided integrated and automated assessment tools as described herein, then teachers would more likely want to utilize the game to support student learning across a range of educationally valuable skills. Our proposed ideas and tools within this paper are intended to help teachers facilitate learning, in a fun and engaging manner, of educationally valuable skills not currently supported in school.
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