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Abstract. Assessment-Based Learning Environments (ABLE) make use of assessment information coming from a variety of sources (e.g., formative and summative) to guide instruction. We have developed English ABLE, an assessment based learning environment designed to help English language learners (ELLS) learn about English grammar. Main features of English ABLE include: Item/task reuse (900 enhanced TOEFL® items were recalibrated based on data from all native Spanish speakers who have taken the test), a Bayesian psychometric student model that makes use item statistics, adaptive feedback, adaptive sequencing of tasks, pedagogical agents (Dr. Grammar, Jorge and Carmen), and an indirectly visible student model. This paper presents English ABLE and reports on some preliminary results from a study that involved 149 native Spanish-speaking ELLs.

Introduction

Researchers in the area of second language acquisition have explored the types of errors that language learners make in relation to their native language (L1), target language (L2), and proficiency level [1-5]. Cowan [1], for example, reports on four major causes for errors made by second language learners: interference from native language, learning strategies that are similar to first language, context of the learning situation, and emotional factors connected with pressure of communication. More recently, Schuster & Burckett-Picker [3] identify six strategies for learning a second language in terms of interlanguage (a dynamic variant of the target language that evolves from an existing knowledge base of the native language): direct use of native language, negative transfer, reduction of grammatical redundancy, simplification, positive transfer, and overgeneralization. Bull [4] also emphasizes the importance of understanding transfer errors and utilizing characteristics of the learner’s native language when designing intelligent computer-assisted language learning (ICALL) systems. ICALL systems that make use of student models include: Mr. Collins [5], and I-PETER [6].

We have designed an Assessment-Based Learning Environment (English ABLE) that makes use of student test data gathered from native Spanish speakers and expert opinions to create a Bayesian student model that allows for the development of various advanced adaptive technologies. Specifically, English ABLE features adaptive feedback, adaptive sequencing of enhanced TOEFL® tasks, pedagogical agents, and an indirectly visible student model.

This paper is structured as follows: Section 1 presents English ABLE (i.e., task reuse, Bayesian student model, pedagogical agents and the indirectly visible student model). Section 2 reports on a preliminary analysis of data gathered in November, 2006. We conclude with some final remarks and our plans for future work in this area.
1. English ABLE

English ABLE is an Assessment-Based Learning Environment for English grammar. Assessment-based learning environments make use of assessment information to guide instruction. English ABLE demonstrates the reuse of existing high-stakes tasks in lower stakes learning contexts. English ABLE currently draws upon a database of TOEFL® CBT tasks to create new packages of enhanced tasks targeted towards particular component ELL skills. It presents these packages to learners within an adaptive, scaffolded learning environment to help students master aspects of English grammar. In English ABLE, students try to help a virtual student (Carmen or Jorge) learn English by correcting this student’s writing from a notebook of facts (sentences – enhanced TOEFL® tasks). Supplemental educational materials about specific grammatical structures are offered by a virtual tutor (Dr. Grammar). Figure 1 shows a screenshot of English ABLE. The student is helping Jorge find grammatical errors on several sentences. However, he/she has not been successful at finding the errors (only one out of four sentences has been answered correctly). Jorge’s knowledge levels, which are also the student’s knowledge levels (indirectly visible student model, see section 1.4), show a lack of knowledge for agreement. Jorge seems confused and expresses it (“I don’t understand how to make the verb agree with the rest of the sentence.”). Dr. Grammar offers immediate verification feedback (“I see you have selected ‘created’. However, this part of the sentence is correct.”), and additional adaptive instructional feedback (i.e., rules, procedures, examples and definitions).

Figure 1. A screenshot of English ABLE

1.1. Task reuse

Existing test items (tasks) are made available to new applications through the use of metadata that is added manually or automatically for a particular purpose. Task
statistics (e.g., difficulty and discrimination parameters), for example, can be used to inform on-line instruction. Additional pieces of metadata include links to relevant learning objects, and a map of concepts (e.g., proficiency map). English ABLE includes approximately 900 enhanced TOEFL® tasks. Packages of enhanced tasks can be used to support a variety of applications including learning environments.

1.2. Bayesian student model

English grammar can be divided into three main categories: use, form and meaning [7, 8, 9]. Working with experts we have elicited an initial Bayesian structure for a student model (see Figure 2). This Bayesian structure can be used to capture and propagate evidence of student knowledge regarding some aspects of English grammar. The current structure of the Bayesian student model deals with English grammar form (although it could be extended to cover use and meaning). Three sentence-level grammatical categories (i.e., wrong form, agreement, and omission and inclusion) have been chosen based upon a difficulty analysis that was performed using student data (i.e. student responses) from only native Spanish speakers. These three sentence-level grammatical categories are further divided into low-level sub-categories (leaf-nodes) according to parts of speech (e.g., agreement has been divided into 3 leaf nodes: noun agreement, verb agreement and pronoun agreement). Leaf-nodes are linked to 2 main knowledge areas (i.e., individual parts of speech: noun, verb and pronoun, and sentence-level grammatical categories) (see Figure 3). Preliminary difficulty analysis plus data from experts were used to generate prior and conditional probabilities for the latent structure. Experts used a qualitative inspired method to produce probability values based on estimates of the strength of the relationship between any two variables in the model [10]. Each task is attached to a single category using existing classification metadata and corresponding IRT (Item Response Theory) parameters (see below).

Tasks were recalibrated based on data from all native Spanish speakers who took the test. Each task is connected to a single leaf-node (proficiency) using the resulting IRT parameters. The IRT-2PL model is described by the following formula:

$$
Pr(task = correct | proficiency_j) = \frac{1}{1 + e^{-1.701*(a*proficiency_j) - b}}
$$

Where $b$ is the difficulty parameter (-3 <= $b$ <= +3, typical values for $b$), $a$ is the discrimination parameter (-2.80 <= $a$ <= +2.80, typical values for $a$), and $Proficiency_j$ represents an ability level (continuous proficiency variables were discretized using the following ability values: Advanced = 0.96, IntermediateAdvanced = 0, and
Intermediate = -0.96. These values come from quantiles of a normal distribution [11]). Table 1 shows the resulting conditional probability table of Task 2 (α=1.5, and β=0.4).

<table>
<thead>
<tr>
<th>VerbAgreement</th>
<th>Pr(Task2</th>
<th>VerbAgreement)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advanced</td>
<td>Correct</td>
<td>Incorrect</td>
</tr>
<tr>
<td></td>
<td>0.807</td>
<td>0.193</td>
</tr>
<tr>
<td>Intermediate Advanced</td>
<td>0.265</td>
<td>0.735</td>
</tr>
<tr>
<td>Intermediate</td>
<td>0.030</td>
<td>0.970</td>
</tr>
</tbody>
</table>

As the student makes progress (i.e., answers additional tasks), more tasks/nodes are dynamically added to the model. Observed values per task (i.e., correct or incorrect) provide evidence (as defined by its conditional probability table) to update the student model. Pedagogical agents query the Bayesian student model to provide adaptive feedback, adaptive sequencing of items, and adaptive behavior.

1.3. Pedagogical Agents

Pedagogical agents (e.g., [12, 13, 14]) have been used to facilitate learning by supporting human-like interaction with computer-based systems. Pedagogical agents can act as virtual peers or virtual tutors. Pedagogical agents can model human emotions and use this information to facilitate learning (e.g., [15, 16]). Teachable agents [16], an interesting variant of pedagogical agents, have been used to facilitate student learning. The student’s role in these environments is to teach an artificial student how to act in the simulated environment.

Students in English ABLE are asked to help a pedagogical agent (i.e., Carmen and Jorge) find grammar errors. Carmen and Jorge “learn” based on the student’s performance. Students can see how much the pedagogical agent knows about a particular concept by looking at the indirectly visible student model (i.e., knowledge levels, see Section 1.4), and by observing Carmen’s and Jorge’s changes in emotional states and associated utterances.

Carmen and Jorge are able to express basic emotions (see Figure 4), which are triggered by a list of predefined rules. These rules take into account recent performance (e.g., if three sentences attached to the same grammatical structure have been answered correctly in a row, then emotion = happy) and changes to the student model (e.g., if Pr(proficiency | evidence) ≤ threshold value, then emotion = worried). Utterances for pedagogical agents are dynamically generated and attached to particular emotions. Pedagogical agents in English ABLE are aimed at keeping students motivated.

Dr. Grammar (see Figure 1) provides adaptive instructional feedback (i.e., rules, procedures, examples and definitions) based on the student model. Feedback is not handcrafted at the item level but instead is keyed to grammatical categories, students’ native language, and estimated skill level. Amount and type of information presented to
the student varies according to the student’s knowledge level (i.e., intermediate students receive more detailed information compared to intermediate-advanced and advanced students).

<table>
<thead>
<tr>
<th>Happy</th>
<th>Confused</th>
<th>Worried</th>
<th>Neutral</th>
</tr>
</thead>
</table>

![Figure 4. Jorge’s and Carmen’s emotional states](image)

The difficulty level of the next item (within each grammatical category) is chosen based on short-term past performance and current state of the student model (long-term) following a CAT-like (computer-adaptive testing) approach. Dr. Grammar changes grammatical categories when the marginal probability of $\text{proficiency}_i = \text{state}_j$ reaches a particular probability threshold value, e.g., 0.80). The next category is selected based on a predefined sequence of categories obtained through preliminary difficulty analysis and mutual information analysis using the Bayesian model.

![Figure 5. Knowledge levels](image)

1.4. Indirectly visible student model

English ABLE supports indirect inspection of the student model (i.e., knowledge levels in Figures 1 and 5). We consider that exploring one’s student model via a pedagogical agent is less intimidating and has the potential to foster student learning without the possible negative effects on self-esteem and motivation, especially for those students who are having a hard time with the system [18]. Previous research on inspecting Bayesian student models through the use of guiding artificial agents showed that agents can facilitate student interaction with the model by helping students navigate and find conflicting nodes. Guided agent interaction was linked to higher levels of student reflection [19].

The length of each bar is determined based on the probability distribution of each node/proficiency using the following formula:
\[
\text{Length}_i = \frac{\sum_j C_j \Pr(\text{proficiency}_i = \text{state}_j)}{n},
\]
where \( C_j \) is a constant numerical value assigned to each state of a node based on its proficiency level (i.e., Intermediate = 0, IntermediateAdvanced = 1, and Advanced = 2) and \( n \) is the index of the highest proficiency state (e.g., \( n = 2 \), in this case). This produces an Expected A Posteriori (EAP) score that ranges from 0 to 1.

2. The experiment
A study focused on examining usability issues and its effectiveness at helping native Spanish speakers learn English grammar was carried out in November, 2006. The current analysis includes data from 149 participants assigned to 3 conditions (see table 3). Participant institutions include 1 high school, 4 community colleges, 1 college/university, and 2 adult learning centers in four different states (i.e., NJ, PA, NY, and MD). The majority of our sample was comprised of community college students. Participants' ages ranged from 15 to 73 years old with a mean age of 33 and a mode of 21 years of age (all the participants were native Spanish speakers).

2.1. Experimental design
Each session consisted of a 20-minute pretest, a 1-hour intervention (conditions 1, 2 or 3), a 20-minute posttest, and a 10-minute usability survey. Conditions 1, 2 and 3 had the features described in the table below included in the learning tool to different degrees: interface, student model, and pedagogical agents.

<table>
<thead>
<tr>
<th>Features</th>
<th>Condition 1 (control)</th>
<th>Condition 2</th>
<th>Condition 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interface</td>
<td>Test preparation environment (text-based)</td>
<td>English ABLE simple</td>
<td>English ABLE enhanced (visible student model, hints and making corrections)</td>
</tr>
<tr>
<td>Student Model</td>
<td>None</td>
<td>None</td>
<td>Bayesian student model</td>
</tr>
<tr>
<td>Pedagogical Agents</td>
<td>None</td>
<td>Carmen/Jorge (limited interactions based on short-term performance -- last 3 sentences)</td>
<td>Carmen/Jorge (interactions based on student model — short and long-term)</td>
</tr>
<tr>
<td></td>
<td>Verification feedback available.</td>
<td>Dr. Grammar (verification feedback only, predefined, pedagogically-sound task sequencing)</td>
<td>Dr. Grammar (verification and adaptive instructional feedback and adaptive task sequencing based on the student model)</td>
</tr>
<tr>
<td></td>
<td>Predefined, pedagogically-sound task sequencing.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.2. Results
This section presents some preliminary results.

Usability information—Pedagogical Agents
Participants (88% or more across all three conditions) thought that the feedback provided by the system was useful. Regarding Jorge's and Carmen's visible student model (condition 3), most participants (88%) stated that they understood the knowledge levels, 86% thought that the knowledge levels were useful, and 86% agreed that the knowledge levels helped them understand what Jorge/Carmen knew. In general, participants thought that they had learned a lot from using the software (81% or more across all three conditions).

Participants in conditions 2 and 3 agreed with the following statements: (a) "I liked helping Carmen/Jorge find grammar errors" (95% and 89%, conditions 2 and 3
respectively), (b) "Carmen's/Jorge's comments were useful" (75% and 81%, respectively), (c) "Helping Carmen/Jorge motivated me to keep going" (88% and 92%, respectively), (d) "I have helped Carmen/Jorge a lot by finding the grammar errors" (75% and 71%, respectively), (e) "I have learned by helping the Carmen/Jorge with his/her sentences" (92% and 89%, respectively), (f) "The feedback provided by Dr. Grammar helped me learn" (96% and 78%, respectively), and (g) "I think Carmen and Jorge liked my help" (83% and 79%, respectively). Because of the exploratory nature of our usability study, we did not do statistical analysis on these data.

Learning effects
We report on the following three research questions:

1) Condition. What is the effect of increasing the number of features (conditions 1, 2 and 3) in the English ABLE environment on learning outcome?

2) ESL level. What is the relationship between ESL level on learning outcome in English ABLE?

3) Condition x ESL Level. Are any of the conditions more or less supportive of learners at different levels of their language proficiency?

To answer these questions, we computed an ANCOVA using posttest correct as our dependent variable, and condition (1, 2, and 3) and ESL level (Intermediate and Advanced)\(^1\) as our independent variables. To control for differences in (a) incoming knowledge, and (b) number of posttest items actually solved, we used pretest correct and posttest items answered respectively as covariates in the analysis. The results of the ANCOVA predicting learning outcome were as follows: (a) significant main effect of condition \(F_{2, 129} = 3.42, p < 0.05\), (b) significant main effect of ESL level \(F_{1, 129} = 12.18, p < 0.01\), and (c) no significant interaction between condition and ESL level. Estimated means, standard errors, and sample sizes for the posttest-correct data, separated by condition and ESL levels are presented in Table 3.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Intermediate</th>
<th>Advanced</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Test preparation</td>
<td>13.6 (0.7, 36)</td>
<td>15.2 (1.3, 12)</td>
</tr>
<tr>
<td>2. English ABLE simple</td>
<td>14.1 (0.8, 26)</td>
<td>16.3 (0.9, 24)</td>
</tr>
<tr>
<td>3. English ABLE enhanced</td>
<td>14.6 (0.8, 30)</td>
<td>19.8 (1.4, 9)</td>
</tr>
</tbody>
</table>

Regarding the significant main effect of condition on outcome, Table 3 suggests that more sophisticated versions of the program yield progressively better learning outcomes. To test this assertion, we computed a planned comparison (Least Significant Difference) on these data and results showed that condition 1 was significantly different from condition 3 (mean difference = -2.8, \(SE = 1.1, p < 0.05\)), and condition 2 was marginally different from condition 3 (mean difference = -2.0, \(SE = 1.0, p = 0.052\)). And while conditions 1 and 2 were not significantly different from each other, the trend is in the right direction. Finally, the main effect of ESL level indicates that the more advanced students demonstrated greater learning, overall, compared to their intermediate counterparts.

3. Conclusions and future work
Preliminary findings reported in this paper show that English ABLE has potential for facilitating student motivation and learning. We just started exploring the benefits of

---

\(^{1}\) The sample size for our self-reported Beginners was very small \((n = 12)\), particularly within some of the conditions (e.g., test prep \(n = 3\) and English ABLE simple \(n = 2\)), so we eliminated them from the current analysis.
English ABLE. A longer study would provide more information regarding the adaptive, persistent features of English ABLE enhanced (condition 3). Additional reflection tasks can also be included, which would make the profile of pedagogical agents more prominent. Initial results demonstrate that English ABLE has a role to play in helping ELLs learn English grammar. Future work would include adapting the Bayesian model and feedback to various native languages.
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