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Abstract

This paper describes how sequential analysis (including specific software tools and
techniques) can be used to analyze and map message-response sequences to study the
interactional processes of knowledge construction in online learning. Step-by-step
instructions are presented to illustrate: a) how sequential analysis can be used to determine
to what extent messages elicit responses based on what is said in conjunction with when,
how, who, and why messages are posted; and b) how it has been used in previous studies to
determine how latent variables (message function, response latency, communication style)
and exogenous variables (gender, discourse rules, context) affect how likely messages elicit
responses, the types of responses elicited, and whether the elicited response sequences
(e.g., claim-challenge-explain) support/inhibit knowledge construction.

Introduction

Current research in computer-mediated communication (CMC) is in need of alternative
theories, methods, and software tools to achieve a deeper and more thorough understanding
of CMC and its effects on group interaction, group performance, and learning. At this
time, content analysis is one of the current methods used to identify message categories and
message frequencies. This approach generates largely descriptive rather than prescriptive
findings, reporting for example the frequencies of arguments, challenges and explanations
observed in a discussion. However, message frequencies provide little information to
explain or predict how participants respond to given types of messages (e.g. argument -
challenge vs. argument - simple agreement), how response patterns are influenced by latent
variables (e.g., message function, content, communication style, response latency) and
exogenous variables (e.g., gender, personality traits, discussion protocols, type of task), and
how particular response patterns help to improve group performance to achieve desired
outcomes. Therefore, new approaches are needed to determine to what extent messages
elicit responses based on what is said in conjunction with when, how, who, and why
messages are presented, and whether or not the elicited responses help produce sequences
of speech acts that support critical discourse (e.g., claim- challenge- explain) and group
performance in decision-making, problem-solving, and learning.

Sequential analysis has been used in studies on inter-personal communication
conducted over the last 30 years to examine conversational patterns between married
couples, children at play, mother infant play, and studies on human-computer interaction.
This method has been claimed by some to be the ‘missing factor’ (King & Roblyer, 1984;
England, 1985) in research on the effects of computer-mediated environments and
computer-based instruction. As a result, this paper presents seven steps (including software
tools and techniques) to using sequential analysis to study the interactional processes of
knowledge construction developed in my previous studies. The paper begins with a
proposed theoretical framework used to identify the appropriate metrics for measuring
group interaction, followed by the presentation of specific methods and software tools to
support sequential analysis, and research designs used to investigate factors that influence
group interaction.
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Theoretical framework

The dialogic theory (Bakhtin, 1981) provides a theoretical framework for
reconceptualizing and operationalizing group interaction in collaborative learning
(Koschmann, 1999). In this theory, the two main assumptions are that a) conflict is
produced not by ideas presented in one message alone, such as an argument or claim, but
by the juxtaposition of opposing ideas presented in a message and responses to the
message, and b) conflicts produced in exchanges help to trigger subsequent responses that
can serve to verify (e.g. argument-challenge-evidence) and justify (e.g., argument —
challenge - explain) stated arguments and claims. These assumptions imply that we should
be focusing on analyzing the frequency of specific message-response pairs (e.g., argument -
challenge, challenge - explain) and not the frequency of messages alone (e.g., arguments,
challenges, explanations).

Step 1 - Choose a metric for measuring and comparing group interaction patterns
The two metrics described in this paper are transitional probabilities and mean
response scores. Transitional probabilities are computed by tallying the frequency and
relative frequency of a particular response posted in reply to a particular message type and
by reporting the results in a frequency matrix (Tables 1 & 2). To determine if a particular
transitional probability is significantly higher or lower than expected and to determine
whether a pattern exists in the way participants respond to certain messages, z-scores are
computed and reported in a z-score matrix (Table 3). The z-scores takes into account not
only the observed total number of responses to a particular message category, but also the
marginal totals of each response type observed across all message types. The transitional
probabilities can then be examined in the form of state diagrams (Figure 1) to provide a
Gestalt view of the group processes and a means to visually identify response patterns and
predict event sequences most likely to occur. For example, the diagram can be used to
determine or predict how often arguments will elicit challenges versus counter-arguments,
and in turn, predict how often challenges will elicit explanations versus counter-challenges.

Figure 1. Transitional state diagram

For example, 52% of all replies to ARGuments were challenges (BUT), and 34% of all responses to
challenges were EXPLanations posted to defend the argument.
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The mean number of specific responses elicited per message category (mean response
scores) determines how many times a given type of message is able to elicit a particular
type of response. This metric describes the overall level of performance by measuring, for
example, the mean number of challenges elicited per argument and the mean number of
explanations elicited per challenge, which is similar to measuring the percentage of
arguments left unchallenged and the percentage of challenges left unresolved. As a result,
this particular metric can be used to determine at what level participants are critically
analyzing arguments (e.g., argument-challenge-explain), or to what extent participants
engage in processes (e.g., argument-counterargument, argument-no response) that block
critical discourse. By using mean scores, statistical methods like t-tests and analysis of
variance can be used to test for differences in response patterns between experimental
conditions, and effect sizes can be computed to determine to what extent the observed
differences are meaningful differences.

Use transitional probabilities to explain observed differences in mean response scores.
For example, one group might exhibit a tendency to respond to arguments with more
challenges than with supporting evidence, whereas another group might exhibit an opposite
tendency to respond to arguments with more supporting evidence but fewer challenges. If a
significant difference is found in the mean number of challenges elicited per argument
between groups, the differences in interaction patterns would suggest that the second group
posted fewer challenges in response to arguments because more time and resources were
allocated by the group to developing evidence to support arguments leaving less time and
resources to challenge arguments.

Table 1. Frequency matrix of responses to messages across message categories

No % %
ARG BUT EVID EXPL  Replies Replies Givens Targets Givens
ARG 3 101 73 16 193 35 112 .25 .30
BUT 3 82 88 91 264 24 149 .35 .40
EVID 0 64 50 48 162 22 35 21 .09
EXPL 0 51 22 71 144 55 74 .19 .20
14 307 233 229 763 136 370

For example, 101 challenges (BUT) were posted in response to arguments (ARG). This frequency was
higher than the expected frequency based on its z-score value of 3.96 at p < .01.

Table 2. Transitional probability matrix

No Reply

ARG BUT EVID EXPL Replies Replies Givens Rate
ARG .02 .52 .38 .08 193 35 112 .69
BUT .01 31 .33 .34 264 24 149 .84
EVID .00 .40 31 .30 162 22 35 .37
EXPL .00 .35 .15 .49 144 55 74 .26
14 307 233 229 763 136 370 .52

For example, 52% of all responses to arguments (ARG) were challenges (BUT).
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Table 3. Z-score matrix

ARG BUT EVID EXPL

ARG -0.34 3.96 2.54 -7.62
BUT -1.05  -3.76 1.22 1.95
EVID -1.96 -0.21 0.10 -0.12
EXPL -1.82 -1.31 441 5.61

Z-scores < -2.32 reveal probabilities that were significantly lower than expected. Z-scores above 2.32
reveal probabilities that were significantly higher than expected.

Step 2 — Specify a priori tests for specific message-response pairs

The specific message-response pairs examined in your study should be defined a priori
because the total number of possible event pairs grows exponentially with the addition of
each message category to the coding scheme. For example, a coding scheme consisting of
four categories (e.g., argument, challenge, explain, evidence) produces a 4 x 4 matrix
resulting in 16 possible event pairs (e.g., argument-challenge, challenge-argument,
challenge-explain, explain-challenge, and etc.). Testing all 16 event pairs for differences in
mean response scores would be too large a number of contrasts to adequately control for
Type I error (finding significant differences when the differences are actually the result of
random chance alone). Power can be increased by testing only a select number of event
pairs — particularly those that are believed to support group performance (e.g., argument-
challenge, challenge-explain). To identify the most important sequences to examine in
your study, review existing literature and research that present specific models for
achieving specific tasks.

Step 3 — Collect discussions and messages parsed and classified by speech act

The next step is to parse the discussion transcripts into discrete units of analysis classified
by function (dialog move) based on your coding scheme. One way to facilitate message coding
is to instruct students to classify, label, and post messages to address one and only one function
at a time (Figure 2). Message labeling has been implemented in a number of computer-
supported collaborative argumentation (CSCA) systems to scaffold argumentation and problem
solving (Carr & Anderson, 2001; Cho & Jonassen, 2002; McAlister, 2003; Veerman,
Andriessen, & Kanselaar, 1999) and to enable participants to see the overall structure of their
arguments (Figure 3).

Step 4 — Download messages with message threads intact

Among the software programs that support message downloads, messages are stored into
flat files where the explicit links between multi-threaded messages are not recorded. Even with
existing content analysis tools, such as Atlas-ti and NUDIST, and tools like GSEQ for
performing sequential analysis (Bakeman & Quera, 1995), the multi-threaded nature of
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Figure 2. Example instructions on how to label messages when posting to an online debate

Symbol Description of symbol

+ Identifies a message posted by a student assigned to the team supporting the given
claim/statement

- Identifies a message posted by a student assigned to the team opposing the given
claim/statement

ARG# Identifies a message that presents one and only one argument or reason for using or
not using chats (instead of threaded discussion forums). Number each posted
argument by counting the number of arguments already presented by your team. Sub-
arguments need not be numbered. ARG = "argument".

EXPL Identifies a reply/message that provides additional support, explanation, clarification,
elaboration of an argument or challenge.

BUT Identifies a reply/message that questions or challenges the merits, logic, relevancy,
validity, accuracy or plausibility of a presented argument (ARG) or challenge (BUT).

EVID Identifies a reply/message that provides proof or evidence to establish the validity of an
argument or challenge.

Figure 3. Example of online debate with labeled messages from a Blackboard discussion
forum downloaded into ForumManager

@_] Fle Edit View Insert Format Tools Data Window Help

A B [ & [ D |_= /=
1 # Message title Author Date Tags  Level
2 1 SUPPORTING ARGUMENTS Instructor 09-23-2005 16:35 ]
& 2. +ARG1 Provides Instant Feed... Student01 098-26-2005 23:31 ARG 1
4 3 -BUT Schedules conflict Student02 08-27-2005 21:48 -BuT z
3 4 _BUT Unexpected Te Student03 09-30-2005 17:13 BUT 3
6 5 . +ARG2 Highinteractivity Student04 08-27-2005 15:08 |.AHGZ _I 1
iy 6 -BUT\Blackboardlsn' . Student05 08-27-2005 21:39 "BuT z
| 8 | T - BUT Diges it cause mor._. Student02 08-27-2005 21:56 /° sur H
9 8 . -BUT Las{ThingManyOfUsy, 7 - BT 2
10 9 +BUT La¥ThingManyOfL Enlter message caddeg'”t° this| .r 4
5] 10 . . . . -BUT LastThingMany... EOEnNas youree e ur ¢
12 | 11 BUT Teacherdicta L[fOm one message to the next| = .
13 12 .BUT InteractivityPéfect Student08 09-28-2005 0840  sur 2
14 13 +BUT Interactivity .. Student07 09-28-2005 10:21  .eur 3
15 14 ... +BUT GhatProtocol (Split windows allow you easily navigate s
16 15 +BUT HigherConfidt| through the messages and replies in the s
17 1? - +EXPL HigherCor| ¢y window as you read the messages in|  *
18 . -BUT NotQuahtyI.nter the bottorm window H
19 18 +BUT NotQuglitfinte,=— T P R Yo oY 3
20 19 . .. +EXPLMGtQuali... Student10 10-02-2005 21:19 =L 4

192 MESSAGES +ARG2 HighInteractivity
193 Student04 <email@address> | 09-27-200515:08 |[1>>M>>6781217202123 |

194

195 |Another advantage of synchronous online chats is the high degrg‘ufimeracwity.

196 Identifies\the replies to the message
197 and the parent message

198

{98

200 MESSAGE 6 -BUT Blackboardlsn'tinteractive?
201 |Student05 <email@address> | 09-27-200521:39 [§>> M|

Asynchronous chats, such as BB, can be highly interactive. Just because the learner or participants are
communicating simultaneously doesn't mean that the interactivity is greater than cases where there is a
203 delayed responses. such as this debate

| 205 || Type CTRL-J to read (or center) text in selected message
| 206 || CTRL-K to next message

| 207 || CTRL-H to previous message

| 208 || CTRL-M to next reply with same parent message

| 209 || CTRL-U to previous reply with same parent message
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discussions are difficult to record and analyze. However, ForumManager (Jeong, 2004) has
been developed and used in previous studies to harvest messages from Blackboard, a
course management system (Figure 4a) into Microsoft Excel. Once in Excel, message
headers and full texts are archived and the message threads are structurally maintained to
enable the user to read and analyze message threads.

Step 5 — Prepare data for analysis according to questions under examination

Use ForumManager to: a) code the messages by manually enter codes (Figure 3 column E);
b) automatically code messages based on the presence of target keywords (Figure 4b & 4c); or
c) automatically pull out the students’ labels from message headers (Figure 3 column E) into an
Excel worksheet. Note that the code sequences are also extracted by ForumManager and
explicitly mapped using a numerical system based on the thread level of each message (Figure
3 column F). Next, modify the codes to identify the data from your experimental groups and
enter the codes (along with the thread level data) into the Discussion Analysis Tool (Jeong,
2005) or DAT (Figure 5 column 1 & 2) to identify group interaction patterns based on the
variables you have chosen to examine in your study. This presentation will describe ways to
manipulate the coded data and use DAT to examine how various factors (function of the
message, characteristics of the messenger/responder, of the message text, the response lags)
affect and change the response patterns. Specifically, this paper will present findings from my
previous studies to illustrate how sequential analysis can be used to understand observed
interactions between students based on why, how, who, and when messages and responses are
posted in online discourse.

Figure 4a. Screenshot of ForumManager with downloaded discussions

Total

Student Name Posfings
Instructorx 1
Student22
Student19
Student13
Student13
Student5
Studentd
Student3
Student17
Studentt
Student4
Student?
Student12
Student15
Student16
Student20
Student10
Studentd
Student14
Student21
Student2

Main Menu

Download forum

Count postings & stats

@ o o oo o
@ o m o @ e = O

Performance Analysis

=
=

|
|
Add student names |
|
|
|

Clear a column

Mere Info |

N - R - RS . R
N - R - RS . R

Link to downloaded forum ==> demo
Taotal Messages 120 120
Average per participant 571 584
Standard deviation 205 T179
Messages with replies 60 60
Interactivity (%msgs with replies) 50 50%
Richness (number of threads) 20 20
Depth (average thread level) 25 25
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Figure 4b. Screenshot of ForumManager page used to generate reports on the performance
of individual students

Main Menu

ScoreSheet Performance Analysis Report

Download forum

Registration Enter Name of Sheet containing the discussion forum to be analyzed: “

Demo Forum
At what level did students initiate new discussion threads? (Enter 0, 1, 2, etc.)
Count number of messages with fewer than |30 |words in the message.

Count the number of messages containing the following list of keywords or phrases:

If
If
But
but
?

However
however

O 0NN B W

Generate Performance Analysis Report

** Required

Figure 4c. Example of performance report generated by ForumManager

PERFORMANCE ANALYSIS REPORT: Discussion forum 'demo’

Replies Recip Total %Posts < Ave# # Target %Msgs w/
Students Postings #of Days Replies  Elicited  Replies Score 30 Words Word/Msg Keywords Keywords Forum #
Instructanx 2 1 0 2 0 5 .00 189.0 0 .00  demo
Student22 8 3 6 7 1 25 13 46.0 4 .25 demo
Student19 8 4 5 5 2 24 13 84.0 11 75 demo
Student13 5 2 4 1 0 12 .20 504 10 .80 demo
Student18 5 2 4 3 1 15 .20 48.2 3 40 demo
Student5 8 2 5 5 2 22 .25 4186 3 38 demo
Studentd 8 3 8 5 2 26 .25 411 5 .38 demo
Student3 10 3 8 5 2 28 30 369 12 40 demo
Student17 7 2 7 3 0 19 .00 102.3 8 A7 demo
Student6 4 1 3 3 0 11 25 46.0 4 50  demo
Studentd 6 1 5 0 0 13 .50 303 4 B0 demo
Student? 4 9 2 3 0 11 .25 62.8 4 B0 demo
Student12 5 1 5 2 0 13 .20 466 2 .20 demo
Student15 6 2 4 2 0 14 .00 64.0 4 33 demo
Student16 4 1 4 1 0 10 .00 4138 3 75  demo
Student20 4 1 3 0 0 8 .00 56.5 1 25  demo
Student10 6 1 5 4 0 16 1.00 20.0 0 .00 demo
Studentd 7 2 5 5 0 20 14 457 5 57 demo
Student14 4 1 4 3 0 12 I5 240 2 25 demo
Student21 6 1 5 1 0 14 A7 56.8 8 67  demo
Student2 22 5 19 8 3 57 .09 547 15 36 demo
Keywords = (If , If , But, but, ?, However, however)
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Figure 5. Screen shot of DAT for processing and analyzing message sequences

J@ File Edit Yiew Insert Format Tools Data MWindow Help Acrobat ;Iiliﬂ
A [B] C [ D [ E [Fl & [Hl 1] [ [ K [ L [ m [ n | 5]
1 [eroo 11 Varce b
| & |CRITs 2 |, CRITs The internal process...
| 3 [EvALs | 3 EY&Ls The internal process...
| 4 sRes | 1 4RGs
| 5 [CRITo 2 CRITa Even the mechanic is external
6 [EviDs 3 EVIDs
| ¥ |OTHs 4 . TH= External Observation of internal workings
| B |ARGs 3 ARGs Even the mechanic
| 9 |sRes | 1 aRos
| 10 |ARGs 1 ARGz The box matters. Steps for Ent: Coded Convesations:
| 11 |ARGo 2 |. ARGoImportance of the Box
| 12 |ARGo 3 ARGo Purpose for Class
| 13 |ARGs 4 . ARGs ...not teaching computers
| 14 |ARGo | 4 . ARGo Mind vs Brain
| 15 ELABs | 3 ELABs Do we really have control
| 16 ELaBo | 4 EL&B0 | have contral
| 17 |2RGs | 1 |ARGs Nature vs. Murture
| 18 |ARGo | 2 |. ARGO Nature vs. Nurture
| 18 [CRITo 3 CRITo Fears aren't innate
| 20 EviDo 4 EvIDo Fears arent innate
21 |CRITo | 3 |. . CRIToMature vs. Murture
| 22 aRGs | 4 - ARGz Nature vs. Nurlure Get Thread Levels and record in Column B
| 23 |ARGs 3 ARGs Treatable
| 24 [CRITs 2 CRIT= Mo blank slate
| 25 |[CRITo | 3 CRITo Genetic: Foundstion
| 26 |EL&Bs | 4 |. . . ELABsEnvironment
| 27 |ARGs R . . ARGs Brain Chemistry
| 28 |OTHs 3 OTHs Ma blank slate Start Event
| 28 CRIT= | 2 . CRITs Sequence Analysis
| 30 |ARGo 1 | ARGo ou are what you eat!
| 31 CRITs 2 CRITs ... Open the window
| 32 |ARGo | 3 ARGo Re: CRIT=... Open the window
| 33 |ARGo | 2 |. ARGO Potential of the Mind Main Menu
| 34 ARGs 1 ARGs Free Wil
i ELABs | 2 ELABRS Fres Wil
| 36 Evalo | 1 EVALo Mow I'm g Belisver
| 37 |EvAlLs | 1 |EVALs|Fes|,| Think...
| 38 sRGo | 1 ARGo
| 39 |aRes | 2 . aRes
40 |CRITo | 3 |. . CRITo External Controls
A1 Lo P =S T U P
14|« [» M\ MainMenu 4 DefineCodes ) CodeSequence i Matrix { DrawDiagram / iK1 »l

Step 6 — Compute transitional probabilities, z-scores & state diagrams

Use the DAT software to compute the frequency, transitional probability, and z-score for
each message-response pair. The frequency of event pairs for up to six categories can then be
selected to produce state diagrams like those presented in Figures 1 and 8. In addition, DAT
supports the analysis of mean response scores by outputting the raw scores (Figure 9) used to
compute and test mean response scores in statistical programs to conduct t-tests (Figure 10),
analysis of variance, regression analysis, multi-dimensional scaling, and other tests that might
prove useful in gaining further insights into factors that affect group interaction patterns.

Step 7 — Interpret the transitional probabilities for interaction patterns

Meaningful interpretation of the observed interaction patterns can best be achieved by
focusing on only the event sequences that exemplify the processes believed to improve
group performance and specified in a priori hypotheses. When a particular pattern of
interaction is revealed in a z-score matrix, be sure to check that the finding is supported by
sufficient cell frequencies for the given message-response pair.
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Figure 6. Transitional probability matrix of event sequences produced by DAT

DAT wi.7.ds

|S) e Elt sow Iooeet Formot Took Dot Window el Acrcit ol
i i
tlalelalalelelalelalalels s s 32 lelslalelslelelslelali)sl:
& 2 5 25 » = 2|5 & 2
a0z 0 o1 0 © 3 o8 0 1 0 0w w 1o [T £ M 22 |= [ 13231847 107 112
] o o 1 o 1 o 3 3 1 1 o o (1w 4 1 1 e (CRTe 20 e AN ONES IR
v o0 o0 oo w1 o1 2 o0 o0 v o0& o3 Mom = |n s
o o o o o o 1 2 0 1 1 0[5 2 5 o0& M| [EABe ER s o wE
[ TR D R T TS TR B IR B U 15 [w bs |ma 10 | 369 122
o o o o o o 0 ] 0 0 1 o(1 3 4 o0& 03| [OTHe & Ay
Tz o0 00 1 1z o1 3 0w | 15 oa an_|san = |6 | [a |m BO1SEEBIT IO Y
{3 3 4 o 1 o o 1 L] 2 1 1 4 (17 8 AT A7 3| [CRITE s[4 4 & 90 [e7 |3 [4¢ |ewavsrirainane
U0 o0 o011 1 0 v 011 |s oz o6 06 CHERD i |7 Jases
1 2 o 1 o o 3 ] 0 3 1 (12 4 12 a2 e [EABs w7 [0 [ 93 104 |9 69 |asasneme
L T R T B AT L 1 e oo |woa [ [0 |3srioeuim
! '] '] 1 1 L] ] ] 0 0 o 2[5 7 11 o o [OTHs e TR ¢ | rasssovienm
oM 1 4 4 4 18 7T B 12 T i0 102 38 127 102 127 Location of event pairs in CodeSequance sheet
Double cick in cell f0 see complete list of locations for each pair
Transitlonal probabllitles between messageresponse pairs
; I
2 fr
é B g g 2 g g E E s g g g E "’g, § Nates:
AN om0 o a7 A 0 s 00 0w B w5 Probabilities in bold green are higher than sxpected
] D0 D0 40 0O 40 OO 30 30 0 10 00 00 (10 4 11 B4 Probabsbties in bold red are lower than expected
o D0 0 M 2 M W W W (s 1 3 e
D0 D0 00 00O 0O OO 0 40 00 N0 N0 00(5 2 5 60
WO oW W W m W N W (s o3 7 s
D0 D0 00 00O 0O OO OO0 00 00 OO 400 0O (1 3 4 25
C IR I I RERR R ]
{3 A8 M 00 06 00 00 05 MR A2 0B D6 .24 |17 B 1T ES
WO W X W om0 W W W W[5 6 6
o8 17 00 06 00O OO 25 00 00 25 OB 08 (12 4 12 67
o 00 M 0 M D0 4 8 @9 ota |7 % 15
20 00 00 20 30 00 00 00 00 00 00O 0[5 T 11 38
LU 1 4 4 4 15 17 B 1?7 10 102 58 127 5§
Z Scares to |deniify Which Transllonal Probabllitles Deviate from The Expecied Fregquencles
dlelglalilelelslelalile] oo ]
3]
UUE 005 047 U9 0534 034 026 LA 107 080 A A% 10 Iacore = 1968 U5 sknihcance
A A6 208 DT 1M 067 144 199 050 000 050 30| 10 Zscore = 1858 A0 skrificance
71 AT 00 041 041 B0 S8R 061 078 nss nerl 4
(400 i Hebtons ' ifnciades 1 Cosobonpionen. bt { Grstisgam 1 (1] ¥l

Figure 7. Screen from DAT used to generate a transitional state diagram using frequencies
reported in the frequency matrix

B Microsoft Excel - DAT_v1.7.xls _ &) x]

&Y Bie Edit Wiew Insert Format Tools Data Window Help Acrobst =) 5||
AFrequency Matrix Transitional Probability Matrix
ARG EVID CRIT EXPL EWVAL OTH ARG EVID CRIT EXPL EWAL OTH
ARG & 9 o 1 u] n] ARG .23 .69 o0 .08 .00 .00
EVID El 1 1 1] 0 EVID .38 .38 132 13 oo 0o
CRIT 1 2 8] o o 0 CRIT 232 67 oo oo 0o 0o
EXPL 1 2 o 1 1 n] EXPL .20 40 [l ] 20 20 [ufu]
EWAL 1 0 1 1 1] 1 EvaL .25 0o .25 25 oo 25
OTH 1] 1 1] 0 2 0 OTH o0 22 o0 0o &7 0o

** Enter values only in the cells shaded in biue
Instructions:
1) Enter up ta six codes** down the first column in the ahave matrix,
2) Enter the corresponding cell frequencies for the selected codes from the matrix shest

3) Optional - To vary the density of the arrows in the diagram,
increase or decrease multiplier,

Multiplier = 10.0 defautt value = 10

ESRol - ¥:Was W Draw State Diagram

** This program draws state diagrams with up 0 six nodes maximum

Main Menu

W[ [ Maintenu £ DefineCodes 7 CodeSequence £ Matrix ) DrawDiagram / 1K1 ]l
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Figure 8. Two transitional state diagrams produced from a previous study comparing
interactions produced by messages presented with versus without conversational language

an

BUTs
174-»44

ARG

143->153

For example: The 32 arguments that were presented using a conversational style (e.g., greetings, emoticons, closing signatures,
addressing messages) elicited 21 total responses, where 90% of these responses were challenges. Probabilities presented with “+”
indicate those that were significantly higher than the expected probability with z-scores > 2.32 at p < .01.

Figure 9. Screen in Discussion Analysis Tool used to generate raw scores to compute mean
response scores.

fre—— 11
Ao o 1

fre 01

£y o1 any number of given-target massage painngs

fre 01

£y o1 COMPLETE THE FOLLOWING STEPS:

AT BUTELT 21 1) Enter a code to select a "Given" message category from list of Defined Codes.

frees o1 2) Enter a code to select a "Targel" message category. Click column for more details.
B 01 3) If you are planning to do an one factor ANOVA, enter group numbser in Factorl column.
frees o1 For a two-factor ANOVA, enter group numbers in both Factor 1 & 2 columns.

B 01 4) Click button below to tally the number of replies elicited per given message.

A ST 1 1

ARG BUT 11 Tallies  Given Target “Factorl " Factor2

frees o1 1) ARG BUT ¥l ¥l Mean number of responses = 100
[re. 01 2)  BUT BUT 1 2z Standard deviation = 349
o 01 3 BUT EXPL 1 3 n= #&#
e 01 4)  BUT EVID 1 3

o 01 5) | ARGe BUTe 2 1

e 01 6)  BUTc BUTC 2. 2

o 01 7 BUTe EXPle o 3 CLICK to tally the number

B 01 8) BUTC EVIDC 2 4 of "target” responses per

frees o1 9 “given" message

A BUT 11 10)

s 01z 11)

BT 01 2 12)

T 07 101 2 13)

BT 01 2 14)

. 0 1 2 15) Return to Main Menu J

Note: This page generates the raw scores (in column 2) that identify the number of BUT responses posted in reply to each
ARG message (interaction type 1) in group 1 (exchanges produced with conversational language), as well as the number
of BUTc replies posted in reply to ARGc messages (interaction type 1) in group 2 (exchanged produced with
conversational language).
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Figure 10. Mean response score table reporting the mean number of target responses
elicited per given message type presented with vs. without a given indicator of
conversational language

Effect

M | »n* | STD | ttest | df | p | %Diff | size
ARG —=BUT
with signature 160 | 25 | 1.73 | 316 | 166 | .00 26 38 k&
no indicators 86 | 143 | 92
ARG =EVID
with signature 12 25 33 | -225 ) 166 | 03 | -255 -4 o
no indicators 43 | 143 | 87
BUT — BUT
with reference A0 10 70 -09 | 247 | 927 -05 -02
no indicators 42 | 239 | 62
with signature 36 25 57 -46 | 262 | 630 -17 -07
no indicators 42 1239 | 61
with question 3 44 54 -32 | 281 747 -11 -05
no indicators 42 | 239 | 62
with I agree 75 20 g1 228 ) 257 0230 79 35 o
no indicators 42 1239 | 61
BUT — EXPL
with reference .00 10 .00 72| 247 | 470 — -23
no indicators 05 | 239 22
with signature {08 25 28 63 | 262 | 529 60 {08
no indicators 05 | 239 | 22
with question 14 44 1 | 204 281 | 040 1.72 |18 =
no indicators 03 | 239
with I agree .00 28 00 | -1.02 ) 257 | 307 -— -23
no indicators 05 | 239 | 22

* Mummber of given messages with the given indicator (and that indicator alone) versus mumber of messages
with no indicators, ** Significantatp < .03, ‘ARG = argument, "‘BUT" = challenge, ‘EVID" = supporting
evidence, "EXPL’ = explanation.

Conclusions & Implications

The methods and tools described in this paper provides a road map on how to study the
processes of collaborative knowledge construction in online learning environments and
how factors affect discourse processes in CMC. This approach to studying online
interaction will produce the research and findings needed to develop collaborative learning
strategies that produce or elicits dialog moves sequences that have or will be proven to
maximize collaborative discourse and improve group performance. In other words, the
sequential analysis tools and methods discussed in this paper can be used to better
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understand and improve the processes of collaborative knowledge construction in online
learning environments.

In terms of the long-range applications, the proposed methods will provide a starting
point for building computational models to explain, predict, and perhaps simulate group
discussions in computer-mediated environments. Computational models of group processes
combined with the use of techniques like message labeling may serve as the mechanism for
building intelligent discourse environments that can diagnose and maximize collaborative
knowledge construction. Furthermore, the methods and tools presented here can be used to
model interaction patterns in any social exchange, including exchanges between instructor
and student, coach and athlete, counselor and patient, and computers and humans in both
online and face-to-face environments, and in both group and individual learning tasks.
These methods and tools, hopefully, will provide researchers with an effective and
alternative approach to studying the processes of human learning and performance.
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