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AUDITORY INSTRUCTION

Ann E. Barron
University of South Florida

35.1 INTRODUCTION

As noted by Winn (1993), “Human speech is the most powerful
and expressive medium the designer has available for use in in-
structional messages” (p. 117). Speech is naturally expressive,
and by varying the qualities of loudness, pitch, pace, and tone,
designers can use audio to motivate and inform students. Three
primary audio elements are used in educational technology—
music, speech, and sound effects (Beccue, 2001; Kerr, 1999).
Through these elements, audio can deliver information, di-
rect attention, convey emotions, and provide feedback. In fact,
“Audio is so integral a part of multimedia that most users would
recognize its importance only by its absence” (Lehrman & Tully,
1991).

Although audio in an important instructional tool, it has not
been studied as much as other media (Bishop & Cates, 2001;
Jaspers, 1995; Thompson, Simonson, & Hargrave, 1996; Wilkin-
son, 1980). This chapter focuses on published research studies
related to audio. Beginning with evaluation research and media
comparison studies, the focus is then shifted to auditory mem-
ory and multichannel communication. A multimedia section fo-
cuses on design guidelines for incorporating audio in multime-
dia instruction. Finally, an overview of time-compressed speech
and a summary are provided.

The chapter is presented in seven parts.

1. Introduction
2. History of Audio Technologies and Research
3. Auditory Memory
4. Multichannel Research Related to Audio
5. Audio in Interactive Multimedia
6. Time-Compressed Speech
7. Recommendations

35.2 SCOPE OF THE AUDITORY
INSTRUCTION REVIEW

Because of the enormous amount of information related to
sound and audio, this literature review is limited in its scope.
The focus is on the use of verbal audio (speech); it does not ad-
dress the instructional applications of sound effects or music,
nor does it include the applications of audio that are specifically
designed for students with disabilities.

35.3 HISTORY OF AUDIO TECHNOLOGIES
AND RESEARCH

35.3.1 Introduction

Sound, as a physical form, can be described as “vibrations that
set into motion longitudinal waves of compression and rare-
faction propagated through molecular structures such as gas,
liquids, and solids” (Alten, 2002, p. 14). For example, if you hit
a drum or a tuning fork, it will vibrate, causing variations in the
air pressure around it to reach your ears (Barron, Orwig, Ivers, &
Lilavois, 2002). From a physiological aspect, sound is generally
described as a phenomenon that is capable of being detected
by the organs of hearing—generally between 20 and 20,000 Hz
(American Heritage Dictionary, 1982).

Communication and instruction through sound (in the form
of speech) have been used throughout time. Especially in the
days prior to the printing press, oral instruction was a primary
means of education and communication. After the printing press
was invented in 1455, it became possible to reach a large au-
dience by disseminating books. From then until the present,
university-level instruction has relied primarily on text (Ives,
1992).
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Leon Scott is credited with devising the first method of
“recording” sound waves, in 1857 (Purcell & Hemphill, 1997).
His device, called a phonoautograph, used a large horn, bristle,
membrane, and lever to etch a pattern of a sound’s frequency.
This provided a “picture” of the sound, but it could not be played
back. Then, in the late 1800s, the first of many technologies was
invented that would allow the storage, duplication, and deliv-
ery of audio waves (the phonograph). Audio, in the forms of
language, music, nature, and environmental sounds, is now an
integral part of our lives and our education—it is perhaps sec-
ond only to the written word as the distribution medium for
instruction (Unwin & McAleese, 1988).

35.3.2 Timeline of Audio Technologies

With technological developments in the late nineteenth century
and throughout the twentieth century, additional tools were
added to teachers’ arsenals of instructional devices. These au-
dio technologies enabled educators to communicate verbally
with students located in remote places, bring the voices and
music of experts into the classroom, and record and distribute
students’ audio projects. A time line of approximate dates re-
lated to the major technologies is presented in Fig. 35.1 (Access
Science, 2003, Fang & Ross,1966; Motion-Picture Technology,
2003).

35.3.3 Audio in Instruction

As indicated in Fig. 35.1, a variety of audio technologies has been
developed and has transitioned from analog to digital formats.
Although the adoption time frame and degree of penetration
for each technology varied (depending on the price of the hard-
ware, the availability of educational software and other factors),
they all had an impact on education. Through these technolo-
gies, educators have been able to use audio in both synchronous
and asynchronous modes.

One of the oldest synchronous technologies (telephone) is
still extremely valuable in educational settings. Whether talking
to a parent or interacting with distant students, synchronous
communications are essential. With the advent of digital tech-
nologies, synchronous communications have evolved to include
audio conferencing via the Internet, satellite, leased data lines,
and wireless connections.

Asynchronous audio technologies began with the phono-
graph and radio and evolved into audiotape and television.
After digital audio formats emerged, audio disc, comput-
ers, DVD, HDTV, and other technologies replaced the analog
formats.

As the synchronous and asynchronous audio technologies
were developed, evaluation studies took place to ascertain their
ability to deliver effective instruction. This section provides a
review of some of the major studies associated with the various
technologies, as well as a synopsis of the media comparison
debate.

35.3.4 Telephone

The initial applications of teaching via telephone began in the
1930s and 1940s. Since the 1970s, the trend toward distance
education has resulted in expanded use of the telephone in
teaching (Olgren, 1977; Olgren & Parker, 1983). “Teaching by
telephone may be one of the original distance education media,
but it still has an important place in the array of media available
for distance learning” (Olgren, 1997, p. 59).

In 1958, Cutler, McKeachie, and McNeil conducted a study
concerning the relative effectiveness of teaching via the tele-
phone. Two matched groups of 10 participants were selected.
One group was taught elementary psychology in the traditional
manner; the other, by telephone alone. No text was used, but a
list of suggested readings was furnished. The telephone group
was connected to a system in which all participants could speak
to each other. Gains in knowledge were found in both groups,
and there was no significant difference in the gain between

FIGURE 35.1. Approximate dates associated with audio technologies.
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the two classes. Although there was evidence of a novelty ef-
fect, the method appeared practical. Rao (1977) summarized
the limited research on telephone teaching and concluded, “...
The research done on the effectiveness of teleteaching indicates
that teleteaching is an economical and effective tool” (p. 483).

35.3.5 Phonographic Recordings

Rulon (1943a), using phonographic recordings, conducted an
experiment to compare the amount of information gained by
students who listened and those who studied the same material
in printed form. Time was equalized. A total of 418 students
listened to the recordings; 426 students studied the printed ma-
terial. All students involved took a pretest, a posttest, and a test
1 week after the experiment was completed. Separate t tests
were used to compare means of the pretest and posttest and also
the delayed test. According to Rulon, the study of the printed
material was superior to the method employing the recordings.
However, a comparison in tests taken after a week showed little
difference in methods employed. From this result, he concluded
that recordings make more of a lasting impression than printed
materials.

Rulon (1943b) later conducted a similar experiment to com-
pare the amount of information gained by students using phono-
graphic recordings with the amount gained by students who
studied a unit incorporating the same material presented in
a textbook. This experiment probably was closer to an actual
classroom situation, although in this case, the textbook was pre-
pared using the recordings as a primary source. Instructional
methods using the textbook were not controlled. Testing pro-
cedures were similar to the previous study. The results, also
using the t test, showed that phonographic recordings failed to
show any superior effectiveness in teaching the “informational”
aspects of the lesson.

In a third study on the effects of phonographic recordings,
Rulon (1943c) investigated the motivational values of record-
ings. Using the same recordings and textbooks prepared for the
earlier experiment, two groups of students were given access
to supplementary reading materials after one group had heard
the recordings and the other had read the material. Motivation
was measured by which group used more supplementary read-
ing materials. A total of 193 students used the recording, and
187 used the textbook presentation. Rulon’s study showed no
difference between the groups in terms of motivation to use
supplementary reading material.

35.3.6 Loudspeakers

Educational use of the loudspeaker also attracted the attention
of researchers. In 1937, Loder compared the retention of factual
materials presented over a loudspeaker system with those pre-
sented directly by a speaker. Two groups totaling 449 students
were rotated in the experiment. A pretest, a test immediately
after the lesson, a test 1 day later, and another test 20 days later
were given. One group saw the speaker, and the other group
heard him from another room. The direct group performed bet-
ter, but the means were not significantly different.

Kramer and Lewis (1951) investigated whether there was a
difference in memory and comprehension between two groups
of students in which one group sees and hears the speaker and
another group only hears him. There were 128 students in the
visual group and 120 in the audio group. Both groups were
located in the same lecture room, separated by a large, heavy
curtain. Loudspeakers were used, and the lecture was given
simultaneously to both groups. After the lecture, both groups
took the same test. Both groups had been told that grades would
not be counted. Kramer and Lewis reported that the mean of
the visual group was higher than that of the audio group and
that the visual group had a wider range. They concluded that the
speaker’s visible action somehow contributed to the ability to
understand and remember the ideas in the lecture.

35.3.7 Radio

Educational radio began at the University of Iowa in 1911
(Wolcott, 1993). The University of Wisconsin followed in 1919,
and the Ohio School of the Air was established in 1929. Other
“schools of the air” were established at many institutions, but
the Wisconsin effort appears to have been the most success-
ful. Various attempts were made to evaluate the effectiveness of
radio broadcasts, and Saettler (1990) reports on two important
ones. The first, the Ohio Evaluation of School Broadcasts Project,
began in 1937 and ended in 1943. The project’s goals were to
analyze the educational values of radio and to study the social
and psychological effects of radio on children. “Without ques-
tion,the evaluation of school broadcasts project made a signifi-
cant contribution to educational broadcasting and educational
technology. It provided valuable factual evidence and produced
helpful aids to the educational broadcaster in the planning and
effective use of educational broadcasts” (Saettler, 1990, p. 242).

The second evaluation study, the Wisconsin Research
Project, compared radio instruction with conventional instruc-
tion in six subject areas (grades 5–12) from 1937 to 1939. The
differences were not significant. “The comparisons consistently
favored the radio groups only in the field of music, and even
there the differences were not large enough to be statistically
significant” (Saettler, 1990, p. 242). Although there are not many
other studies, those that exist (e.g., Constantine, 1964; Cook,
1964; NHK, 1956) typically showed that radio students per-
formed at least as well as live audiences.

Bates (1983) reported that the British Open University’s ex-
perience with radio instruction showed that the broadcasts
tended to help the weaker students more than the successful
ones. It must be remembered that Open University courses were
taught primarily through correspondence texts and that the ra-
dio broadcasts were intended to supplement the texts. It is not
surprising that students who found the texts difficult would
welcome the added help afforded by the radio.

Radio is no longer widely used in education in the wealthier
countries, but Wolcott (1993) reports that interactive radio is
still used where long distances are involved, as in Alaska and
Australia. In the poorer nations, radio is used widely because
it is cost effective compared to other more sophisticated tech-
nologies. Radio is not expensive to produce or receive and can
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cover long distances using the AM band. The Agency for Interna-
tional Development (no date) reports that from 1974 to 1990 ra-
dio instruction programs existed in Nicaragua, Thailand, Kenya,
Nepal, the Dominican Republic, Papua New Guinea, Honduras,
Bolivia, Lesotho, Costa Rica, Ecuador, Belize, Swaziland, and
Guatemala. Reported results were encouraging. For example,
in Bolivia effect sizes as large as 0.91 were reported for radio
math compared to traditional math. By dividing effect size by
cost per pupil, a measure of cost effectiveness was obtained. Ac-
cording to data from the Agency for International Development,
interactive radio was generally much more cost effective than
textbooks or teacher training. In a related case study of radio-
assisted community basic education (Eshgh, Hoxeng, Proven-
zano, & Casals, 1988) in the Dominican Republic, gains in both
math and reading as a result of radio instruction were reported.

Although the history of the use of radio in education is long,
there is not a plethora of empirical data concerning its effec-
tiveness. Saettler (1990) gave an institutional history of early
educational radio in the United States but did not mention more
than a few empirical studies. After World War II, interest in in-
structional radio declined, so the situation did not improve. As
with other media, radio instruction has been found to be at
least as effective as conventional instruction. In certain circum-
stances, such as when conventional instruction is inadequate,
the radio can be a cause of improved learning. Given the cost
and reach of radio, it appears to be a viable medium in places
where other media are too expensive or unavailable. A 1999
ERIC Digest provides information on applications and activities
for using radios in the classroom (Ninno, 1999).

35.3.8 Film and Television

The first “talking picture,” The Jazz Singer, by Warner Broth-
ers, was produced in 1927 (Motion-Picture Technology, 2003).
Since then, audio has been an important component of film and
television production. When sound films reached academia in
the early 1930s, a series of research studies examined their effec-
tiveness. Hoban and Van Ormer (1970) summarized the research
from 1918 through 1950 and concluded that films can be equiv-
alent to good instructors and that using films in the classroom
can reduce instructional time. In 1966, Campeau published a
review of the literature that reported no significant differences
between traditional instruction and motion pictures.

Television cameras were invented in 1923, and the first TV
broadcast in the United States took place in 1930. By the 1950s,
televisions were appearing in schools and instructional settings.
In separate literature reviews, both Stickell (1963) and Chu
and Schramm (1968) found no significant differences in the
majority of the studies that compared face-to-face instruction
and television.

35.3.9 Audiotape/Disc

The ability to record audio or to purchase professionally devel-
oped audio instruction has had a substantial impact on educa-
tion and entertainment. Over the years, storage options have
evolved from reel-to-reel, cartridges, and cassette to compact

disc. These formats have been used to deliver instruction and to
provide audio feedback. Because playback units are inexpensive
and are readily available in homes and cars, these media offer
tremendous versatility for classroom and remote instruction.

Gibson (1958, 1959, 1960) reported a 3-year experimental
comparison of a tape-teaching program with conventional in-
struction at an Omaha, Nebraska, junior high school. Two ar-
eas were chosen to study the effectiveness of tape recording:
spelling and conversational Spanish. Oral and written tests were
used. Results included the assertion that tape instruction was
superior to conventional instruction when the criterion was
the number of words correctly spelled. Both methods were
equally effective for recognition of words misspelled. Spanish
classes taught by a non-Spanish teacher using Spanish tapes and
classes taught by a Spanish teacher were similar in achievement
scores. The following conclusions were made: (a) Tape record-
ing is an effective method for teaching conversational Spanish
to seventh graders; (b) regular classroom teachers can effec-
tively teach conversational Spanish by means of tape prepared
by Spanish specialists; (c) students can learn to spell as effec-
tively with a tape as with conventional classroom procedures;
(d) with proper orientation, large groups can be taught spelling
effectively; and (e) teaching with tapes produced no adverse
effect on attitudes toward the subject.

Popham (1962) studied the effectiveness of tape-recorded
lectures in teaching a college-level education class. Thirty-six
students were divided into 18 matched pairs. Chi-square anal-
yses revealed no significant difference among variables. One
group was a conventional lecture discussion; the other group
was taught by tape-recorded lectures with student-led discus-
sions. This experiment continued over one semester. Pretests
in achievement and a test to measure student opinion were
given. Both tests were repeated at the completion of the course.
Popham reported that both groups had increased performance
on the achievement tests; there was no significant difference be-
tween them. There was no significant difference on reactions to
the courses; however, the opinions of the tape-lecture sections
were generally favorable toward the technique.

In a similar study, Menne, Klingenschmidt, and Nord (1969)
provided taped lectures, tape recorders, and printed notes to
209 college students. Another 408 students attended regular
lectures. Overall, there was no significant difference, but stu-
dents in the lowest quartile showed an advantage in the tape
condition. Also, the dropout rate was lower for the students
using tape.

There are few cases of the large-scale, systematic applica-
tion of audio technology to instruction. One interesting and
extensive implementation of audio for instructional purposes is
Postlethwaite’s “audiotutorial instruction” (ATI). This approach,
which has been widely reported (Button, 1991; Postlethwaite,
1970, 1972, 1978, 1980; Svoboda, 1978), is more a complete in-
structional system than just an application of audio; however, its
long history and wide application make it an important source
of information.

ATI began almost by accident in 1961 at Purdue University
(Postlethwaite, Novak, & Murray, 1972), when Postlethwaite
was attempting to provide supplementary materials for weaker
students in freshman botany. Simple lecture material was
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made available on a self-study basis through the audiovisual
department. During the semester, these tapes evolved into pro-
grammed experiences that directed the students’ attention to
sections of the textbook, pictures, and diagrams, as well as
live plants. Eventually experiments were added, and the entire
week’s study could be covered without attending any formal ses-
sions. Student reaction was favorable, so in 1961–1962, an ex-
perimental section of 36 students was taught entirely by the au-
diotutorial method. Results on the conventional exam showed
that the experimental group performed as well as the regular
students. Interviews with the students led to the creation of a
completely restructured course.

In designing the new course, Postlethwaite studiously
avoided using words like lecture, recitation, and laboratory,
which he felt connoted formality and passivity. The new course
consisted of independent study sessions (with an audiotape as
a tutor and guide to activities), general assembly sessions (for
exams and group lectures), and small assembly sessions (which
included integrated oral and written quiz sessions). Additional
activities were sometimes included.

It appears that Postlethwaite was acutely aware that an
audiotape-mediated course might take on the appearance of
impersonality. To avoid this, several measures were taken.
The tapes were made with an informal, conversational quality.
The instructors in the learning center were apparently told
to maintain a pleasant personal manner. The senior instructor
spent 3 hours per week in the small quiz sessions, meeting
with about 48 students. Another 3 hours were spent informally
visiting the learning center. He also held a weekly coffee
hour to which all students were invited. Finally, he held an
open house (for 600 students!) at his home once a semester.
Postlethwaite considered this emphasis on personal contact
and a well-structured sequence of learning events to be the
essential ingredients of ATI.

Joseph Novak (of the previous Postlethwaite group) devel-
oped elementary science lessons using ATI. In an extensive lon-
gitudinal investigation of the effects of ATI, Novak and Musunda
(1991) reported a 12-year study of science concept learning.
Twenty-eight of their best science concept ATI lessons were
provided to 191 first- and second-grade children. Each lesson
required 15 to 25 min to complete. As with the Postlethwaite
materials, students were directed by the tape to interact with
materials and pictures. Data collection evolved into Piagetian
clinical interviews that were then translated into concept maps.
Concept maps were then graded for valid and invalid notions.
Instructed subjects showed significantly more valid concept un-
derstandings and fewer misconceptions. A significant interac-
tion showed that instructed subjects, over the 12 years, had
a greater tendency to increase their number of correct con-
cepts and decrease the number of incorrect concepts. This
study strongly supports the validity of ATI even under condi-
tions where the instructors are not well trained. Valid concepts
were learned from ATI and evidently “scaffolded” more learning
throughout the children’s 12 years of schooling.

The most comprehensive review of ATI is by Kulik, Kulik,
and Cohen (1979). This metanalysis of 48 reports of ATI found
a small but significant achievement effect for ATI over con-
ventional instruction. However, ATI had little effect on course

evaluations or withdrawal rates. Also, aptitude and achievement
correlated highly, indicating that ATI did not have a leveling
effect as might have been expected with such a self-directed,
self-paced approach.

Several recent studies focus on the efficiency and effective-
ness of providing audiotaped feedback for students, as opposed
to written feedback. Pearce and Ackley (1995) conducted a
review of the literature and summarized the following points
(p. 32).

� All studies that reported on the measure found that audio-
taping provided more and better feedback than written com-
ments.

� Audiotaping typically required either less or the same amount
of time and improved the context, leading to a better under-
standing of the feedback provided.

� Students liked or were motivated better by taped feedback,
although the results on grades and quality were mixed.

In summary, ATI is the most complete and most well-
documented method of auditory presentation. It has a general
record of success, and although it is not noticeably superior to
conventional approaches, it has many valuable applications.

35.3.10 Audioconferencing and Audiographics

In distance education, audio-based technologies are proliferat-
ing. Audioconferencing (both audio only and audioconferenc-
ing with images or data) is now possible through existing public
telephone lines and other connections. Audiographic technolo-
gies such as the fax machine, streaming audio, and electronic
whiteboards are becoming common. Freeman, Grimes, and Hol-
liday (2000) conducted an experiment in which a 14-week
course in statistics was delivered via four treatments: (a) audio-
data collaboration,(b) satellite-delivered instructional television,
(c) face-to-face instruction in the television studio, and (d) face-
to-face instruction in a traditional classroom. Results suggest
that “there is no difference in student learning performance
between the hybrid audio-data collaboration and instructional
television or face-to-face modes” (p. 112). Students in the audio-
graphic group were more satisfied with the technical aspects of
the medium than those in the instructional television group.
For additional studies related to audioconferencing and other
technologies, see The No Significant Difference Phenomenon
as Reported in 355 Research Reports, Summaries, and Papers
(Russell, 1999).

35.3.11 Computer and Web-Based Audio

At its inception, audio on computers was primarily a
monotonous feature (such as a beep or a buzz) for inappropri-
ate input by the computer user. As hardware and software im-
proved, digital audio became a viable means of computer-based
instruction (Barron & Kysilka, 1993). Several large-scale research
studies that focused on computer-based education (with and
without audio) have been conducted. In a general sense, these
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studies have found computer-based, interactive programs to be
at least as effective as traditional instruction (Kulik, 1994; Mann,
Shakeshaft, Becker, & Kottkamp, 1999; Schacter, 1999; Sivin-
Kachala, 1998; Sivin-Kachala & Bialo, 2000). Research related
specifically to digital audio in interactive formats is presented
under Audio in Interactive Multimedia later in this chapter.

Although limited initially by storage space, audio in
computer-based education flourished after CD-ROMs were de-
veloped. Currently, audio is a very common component of edu-
cational software programs. In the initial phases of the Internet
and the Web, audio was again a limited commodity because
of bandwidth constraints—although audio files could be down-
loaded and played, the transfer time was excessive. However, in
the mid 1990s, technologies that allowed audio to be streamed
over the Internet (rather than downloaded and played) were
developed. Thanks to streaming technologies and advance-
ments in compression algorithms, audio is becoming a common
element in interactive, Web-based training.

Streaming audio is also used to deliver linear “lectures” via
the Internet. A 1998 study by Ingebritsen and Flickinger found
that achievement grades for an Internet section of a biology
course were slightly higher (though not statistically significant)
than the scores for a traditional section. Student attitudes toward
the course were also very good. A similar study was conducted
by Hurlburt (2001) with an introductory statistics course. Al-
though a significant difference was not noted between course
grades (of the traditional classroom and the “lectlet” group),
the researcher noted that streaming audio effectively presented
the course content and allowed a great deal more flexibility
for students (who could record them and replay them at any
time).

35.3.12 Reading vs. Listening; Print vs. Audio

In addition to the technology-focused studies, there are histori-
cal studies that focused on reading vs. listening, without involv-
ing a specific technology. Erickson and King (1917) performed
one of the earliest studies of the effectiveness of the auditory
medium. Four groups of students from third to ninth grade were
chosen, and each group was divided in half. One-half received
the lesson from silent reading; the other half was given similar
material orally by the teacher. The following day, the order was
reversed as to which half read and which listened. This proce-
dure was followed two more times, for a total of four lessons. At
the third- and fourth-grade level, the median score for the oral
group was much higher than the median for the group that read.
At the fifth- and sixth-grade levels, the results were inconclusive.
At the seventh-, eighth-, and ninth-grade levels, the medians for
the oral groups were much higher than for the groups that read
the lesson. Needless to say, in these early studies experimental
design was not what might be desired. Specific variables, such
as teachers’ skill and interest, were not taken into account, nor
was the subject matter. Also, the only datum that was examined
was the median score of the group.

Young (1936) tested comprehension via hearing and read-
ing with 2,000 intermediate students from Iowa and Texas.
Four modes were used to present the material: (a) The teacher
read aloud to students, (b) the teacher read aloud and students

read the selection silently, (c) students read the selection once;
and (d) students read for the time allotted the teacher to read
orally. At the end of each presentation, a comprehension test
was given; a delayed test was given 1 month later. Young re-
ported that the oral presentation was more effective than either
of the silent readings, both immediately and after a month. Nev-
ertheless, gains by all groups were poor. He also found that the
children who did poorly in comprehending through reading
also did poorly in comprehending through hearing.

Larsen and Feder (1940) asked whether psychological abili-
ties differentiate between the processes involved in reading and
those involved in listening comprehension. After hearing and
reading selected materials that varied in difficulty, 151 students
were given both reading and listening comprehension tests. On
these tests, there was a superiority of performance on reading
comprehension over listening comprehension. However, this
superiority depended on the aptitude of the student. Students
with lower aptitudes tended to show equal results in listening
and reading. The higher-ability groups showed a superiority in
the reading comprehension tests.

Taylor (1964) concurred that less competent students re-
tained more from listening than from reading—possibly due to
the additional cues provided by the speaker’s expressions, ges-
tures, and phrasing. He also noted that younger students prefer
listening over reading, and older students prefer reading. “Above
grade 7, there is a distinct preference for reading over listening
in most learning situations, and better retention results from
reading” (p. 17).

Reading and listening seem to demand the same underlying
linguistic competence (Mosenthal, 1976–1977). However, com-
parisons of learning from audio and print have been contradic-
tory. Nugent (1982) and Rohwer and Harris (1975) found no
differences for children, and Nasser and McEwen (1976) found
no differences for college students. However, in a series of stud-
ies involving children and adults, Furnham, Gunter, and others
consistently found superiority of print over audio (Furnham &
Gunter, 1989; Furnham, Gunter, & Green, 1990; Furnham, Proc-
tor, & Gunter, 1988; Gunter & Furnham, 1986; Gunter, Furnham,
& Leese, 1986).

Tripp (1994) tested the differences between audio and print
in a direct comparison that attempted to hold other factors
constant, including reviewability and novelty, by presenting the
same text by computer through either the audio or the video
(printed text) medium. As found by Furnham and Gunter, the
students who read the text remembered significantly more cor-
rect semantic units than the students who heard the passage.
Perhaps, as Travers (1970) remarked, “One cannot reasonably
ask the general question whether the eye or the ear is more
efficient for the transmission of information, since clearly some
information is better transmitted by one sensory channel than
by another” (p. 85).

35.3.13 Media Comparison Studies: The
Great Debate

Over the years, numerous researchers have criticized compari-
son studies and called for a change in research focus. In 1961,
Kumata concluded that, despite numerous research studies that
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focused on the effect of television (as compared to face-to-face
instruction), it did not seem to matter whether or not television
was present. He urged that new areas of research, beyond the
“comparability” studies, be conceived and “that the emphasis
should be shifted to the totality of the teaching-learning process”
(Saettler, 1968, p. 340).

In 1969, Gordon noted that the results of measuring tech-
nologies (not media) by their impact on academic grades did
not help to assess any differences between the media them-
selves. He stated, “These experiments have shown that the same
kind of teaching operates more or less the same way with and
without technological aids” (p. 118). A similar sentiment was
expressed by Clark (1983, 1994) in his statement, “The best
current evidence is that media are mere vehicles that deliver
instruction but do not influence student achievement any more
than the truck that delivers our groceries causes changes in our
nutrition” (1983, p. 445). He defended his position by argu-
ing that even where apparent differences are detected, they
are rendered dubious by various forms of confounding fac-
tors. Some of the forms of confounding variables that Clark
cited are the novelty effect, the “John Henry effect” (where
participants in a control group exert extra effort because of
the sense of competition), unequal instructional strategies, un-
equal opportunity to learn, and unequal quality of instructional
design.

Kozma (1994) responded to Clark, noting that different me-
dia possess different attributes and capabilities. He suggested
that instead of asking, “Do media influence learning?” we ask
“In what ways can we use the capabilities of media to influence
learning for particular students, tasks, and situations?” (p. 18).
Jonassen, Campbell, and Davidson (1994) then entered the de-
bate, suggesting that we shift from an instruction and media-
centered focus to a learner-centered conception of learning.
Others, such as Morrison (1994), Reiser (1994), Ross (1994),
and Shrock (1994), have voiced opinions about the debate and
the pertinent questions related to media.

Salomon (1994) emphasizes that media are not discrete, in-
variant entities and that “the examination of media, when made
from a cognitive-psychological and educational point of view,
should not adopt a holistic approach but rather focus on specific
critical qualities of media” (p. 26). Salomon defines these criti-
cal qualities as the symbol systems—media’s ways of structuring
and presenting information. Koumi (1994) agreed, urging that
we “try to develop and refine the criteria for deploying of media
to best effect” (p. 47).

It should be noted, however, that even Clark and Salomon
(1986) do not think that all studies that compare or evalu-
ate media are pointless. “The shortcomings of overall media
comparisons do not render such studies useless for all pur-
poses. The evaluation of particular products, the weighting of
a medium’s overall cost effectiveness, and the close monitoring
of a medium’s employment in practice can all benefit from one
or another kind of media comparison”(p. 466).

35.3.14 Summary

Numerous technologies, designed to store and deliver audio,
have emerged in the last century. From the ability to speak

to someone over a primitive telephone to streaming audio on
the Web, education has been enhanced through audio com-
munication. As new technologies appeared in educational set-
tings, there was a natural interest in ascertaining their value
to instruction. To that end, a number of studies were con-
ducted, usually comparing instruction delivered through the
new technology to instruction delivered in a classroom by a
teacher. Most found no significant differences. For instructional
designers and teachers, this was good news—their repertoire
of instructional classroom tools increased, and they could ef-
fectively teach remote students via radio, audiotapes/discs, and
computers.

However, it should be noted that many of the predictions of
technology-delivered instruction did not bear fruit. As Cuban
(1986) points out, radio, film, television, and computers met
with only marginal success in schools, and instructional prac-
tices in classrooms have changed very little since 1900. The
prophesies that films would revolutionize the educational sys-
tem, that radio would bring the world to the classroom, and that
television would relieve crowded classrooms were all doomed
to fail (Cuban, 2001; Oppenheimer, 1997; Saettler, 1990). There
are many reasons for these failures, few of which have to do with
the capabilities of the technology. Technology can be used to
“make us smart,” but we need to focus on the learner and cog-
nition (Norman, 1993). Hence, we now turn the focus of this
chapter to the research related to the perception, attention, and
memory of auditory information.

35.4 AUDITORY MEMORY

35.4.1 Introduction

A great deal of research has centered on the question of how
we process, store, and retrieve auditory information. Although
the quantity and depth of literature related to physiology and
psychoacoustics are far beyond the scope of this chapter, an
overview of the research that focuses on how verbal informa-
tion presented via the audio modality is perceived, processed,
and remembered is presented. For a more in-depth investiga-
tion, see Thinking in Sound: The Cognitive Psychology of Hu-
man Audition (McAdams & Bigand, 1993) and other publi-
cations.

35.4.2 Auditory Processing

Prior to the 1960s, most psychologists did not differentiate be-
tween short-term memory (STM) and long-term memory (LTM);
instead, they proposed models with a unitary memory structure
(Baddeley, 1998). Since then, numerous researchers have pos-
tulated two-part or three-part memory systems, and they have
investigated potential differences in the processing of visual in-
formation and auditory information.

In 1967, Neisser wrote about early-stage, sensory memory
systems and labeled them iconic (visual) and echoic (audi-
tory). In 1968, Atkinson and Shiffrin proposed a model that
has been nicknamed the “modal model.” This model postulates
three kinds of memory—sensory memory, STM, and LTM. The
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model depicts information from the environment initially enter-
ing through parallel sensory stores (visual, auditory, and haptic).
Most of the information in the sensory store is lost; however,
some may enter the limited capacity of the short-term store and
may be placed in permanent, long-term store.

Baddeley (1998) also postulates a three-part memory struc-
ture, for both visual and auditory information. In particular, he
states,” Evidence suggests that auditory sensory memory can be
split into at least three types, echoic memory extending over a
matter of milliseconds, auditory short term memory extending
up to perhaps 5 or 10 seconds, and auditory long-term memory”
(p. 20).

35.4.3 Echoic Sensory Store

Echoic storage (also referred to as echoic memory) is similar
to an echo that lingers after a sound has been heard (similar
to the persistence of vision in iconic memory). As a part of
the perceptual process, information in the sensory store either
fades rapidly or is displaced by subsequent information (Penney,
1975).

Research focusing on echoic memory has investigated its du-
ration and capacity. The duration of echoic memory is generally
predicted to be about 200–350 ms (Baddeley, 1998; Cowan,
1984; Efron, 1970; Guttman & Julesz 1963; & Massaro & Lof-
tus, 1996). A few studies, involving pure tones, have resulted
in longer durations (Elliott, 1970; Erickson and Johnson 1964;
Massaro, 1975).

As far as the capacity, Hawkins and Presson (1986) state that
it is “impossible to assign a specific value to the amount of in-
formation the echoic memory system can hold” (pp. 26–36).
They note that factors that can impact the capacity include the
physical similarity of items, the difficulty of discrimination, tem-
poral relations, and the subject’s prior knowledge related to the
stimuli.

35.4.4 Short-Term Auditory Memory

Whereas echoic sensory memory is passive, STM is active. In
STM (which is equated with working memory by some re-
searchers), some of the information in the sensory store is at-
tended to and processed. Selective attention and divided atten-
tion are two phenomena that can affect the processing of audi-
tory information.

Selective attention is the ability to focus on or attend to one
particular sound or voice. For example, in a crowded cafete-
ria, the noise level is high, yet it is possible to attend to one
conversation while mentally blocking the others. Early research
conceptualized a filter, which selected information for further
processing (Broadbent, 1958; Cherry, 1953). However, through
laboratory experiments, it became clear that even the informa-
tion that was not directly attended to could sometimes be re-
called (Hawkins & Presson, 1986). Many researchers propose a
process of resource allocation, wherein the limited resources of
working memory can be allocated to various senses or streams
of information, based on the task, the stimulus, or its relevance
(Kahneman, 1973).

A similar concept is referred to as divided attention or split
attention. In selective attention, the listener seeks to attend
to one message or channel among several; in divided attention,
“the task is to attend to several simultaneously active input chan-
nels or messages, responding to each as needed” (Hawkins &
Presson, 1986). A classic example, attributed to Boring (1950),
recounts nineteenth-century astronomers who were counting
clock beats to measure the time required for a star to traverse
a given distance. Unable to obtain agreement among several
observers, they concluded that it was impossible to attend to
both the clock beats and the star movements simultaneously
(Hawkins & Presson, 1986). Although early researchers sup-
ported the “law of prior entry”—that attention is indivisible—
many now believe that multiple sources of information can be
processed in parallel to a certain point and then serially be-
yond that point (Hawkins & Presson, 1986). Olson (1989) noted
that processing multiple streams of information simultaneously
can degrade performance, depending on the processing loads
and other factors. He concludes: “Concurrent streams of in-
formation are processed incompletely, although attention can
be switched to sample from one stream to another, often quite
rapidly, and inferential processes can attempt to fill in missing in-
formation” (p. 57). Experiments involving split attention and its
impact on cognitive load and instructional design have recently
been conducted by Kalyuga, Chandler, and Sweller (1999) and
Mayer and Moreno (1998).

The debate continues over whether the audio and visual
modalities share a common resource pool/processor or are allo-
cated different resources/processors (Basil, 1992). Support for
the theory of different processing systems derives from findings
that audio information is almost always recalled at a higher rate
than visual information (Penney, 1975). This short-term “modal-
ity effect” has been the focus of numerous research studies and
theories. For example, a study by Gelder and Vroomen (1997)
tested the immediate, serial recall of spoken words, sounds,
written words, and pictures. They found that the recency (be-
ing able to remember the last few items in the list of eight terms)
was highest for spoken words, intermediate for sounds, and neg-
ligible for printed words and pictures. Likewise, Rummer and
Engelkamp (2001) found a clear modality effect for audio in
tests that involved short-term recall of sentences presented in
auditory and visual modes.

There are several theories that seek to explain this recency
effect and the advantage of auditory information over visual in-
formation in STM (for tasks related to immediate, serial recall).
When Murdock and Walker (1969) found evidence of a modality
effect, beyond that which could be explained by echoic mem-
ory, they promoted the theory of separate STM stores for visual
and audio information.

Penney (1989a) hypothesized that auditory and visual infor-
mation are processed in separate streams, each with different
properties and capabilities. She defines three properties of the
auditory stream (p. 415):

1. There is a large capacity for storing sensory information. The sensory
information persists for periods of up to a minute in the absence of
subsequent auditory information.

2. The echo does not decay; rather, it is highly susceptible to interfer-
ence from subsequent auditory input.
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3. There is an automatic generation and maintenance of the acoustic
code (referred to as A code).

Whereas speech is encoded in an acoustic and a phonological
code, sounds might be encoded in only auditory code, and visual
items are encoded in visual and phonological code. The acoustic
code is hypothesized to be “rich and very durable relative to a
visual sensory code” (p. 399).

Other researchers also suggest the presence of separate chan-
nels for processing visual and auditory information. Baddeley
(1998) promotes a sensory–based process, which consists of a
visual–spatial sketch pad (for visually presented material) and
a phonological loop (for verbal material presented in auditory
form and for information converted to auditory form through
subvocalization). These two processors (referred to as slave
systems) operate independently but are governed by a central
executive, which regulates retrieving, processing, and storing
the information. In this model, verbal input in auditory form
(speech) has an advantage in STM because it automatically en-
ters the phonological loop, whereas visual input requires recod-
ing (which takes time and resources) to enter the phonological
loop (Gelder & Vroomen, 1997).

Paivio’s (1986) dual-coding theory is based primarily on
presentation modes—the verbal channel processes spoken or
written text, and the visual (i.e., nonverbal) channel processes
pictorial materials and nonverbal sounds. In a 1994 study,
Thompson and Paivio conducted an experiment with three
stimulus lists—pictures, sounds, and picture–sound pairs. The
“additive recall of dual-modality stimuli was found to be reliable
and robust” (p. 390). They concluded that memory traces
could be encoded in separate, modality-specific verbal and
nonverbal components.

Mayer (2001) has proposed a sensory–modalities com-
bination approach that recognizes both sensory input
(audio vs. visual) and presentation mode (verbal vs. nonverbal).
This model is illustrated in Fig. 35.2. Note that spoken words
would enter sensory memory through the ears. If some or all of
the words are attended to, they will then enter working memory
as sounds and be coded as verbal information before being inte-
grated with other information in short-term memory and with
prior knowledge (visual and verbal) that was retrieved from

long-term memory. In both Paivio’s and Mayer’s models, there
is a semantic cross-connection between verbal and nonverbal
memory where one code is accessible by the other.

Estimates of the duration and capacity of STM are generally
2–20 seconds for duration (Baddeley, 1998) and 5–9 chunks for
capacity (Miller, 1956). There seems to be considerable disagree-
ment, however, on the distinction between the echoic store
and STM, the duration of STM, and the systems involved in pro-
cessing auditory and visual information (Baddeley, 1998; Engle,
1996;Morra, 2000; Palmer, 2000; Penney, 1989a; Robinson &
Molina, 2002). As noted by Crowder (1993), “Issues of percep-
tion, coding and immediate memory are notoriously difficult to
disentangle” (in Gelder & Vroomen, 1997, p. 100).

35.4.5 Long-Term Auditory Memory

Experimental psychologists define LTM as “information that is
stored sufficiently durably to be accessible over a period of any-
thing more than a few seconds” (Baddeley, 1999, p. 16). The
capacity and duration of LTM are difficult to assess; most as-
sume that it is extremely large (perhaps unlimited) and has a
very long duration (perhaps infinite). Exactly how the informa-
tion is coded and stored in LTM is not completely understood.
Psychologists have yet to agree if LTM is a unitary, dual, or mul-
tiple system and whether or not there are distinct audio and
visual channels or stores (Baddeley, 1999).

According to Baddeley (1998), a lot of the information that is
presented in the audio mode (such as speech) is probably stored
in LTM in terms of its meaning, rather than its sound. However,
some auditory information, such as music, voices, and sound
effects, are assumed to be stored in a strictly audio form. Al-
though there is general agreement about the modality effect in
STM, results related to modalities in LTM memory have been
more complex and contradictory. To test the possible modality
effects in LTM, the subjects are generally presented with a se-
ries of words or numbers in either visual or audio format. An
interference task is then introduced (to ensure that the mem-
ory being tested is long-term rather than short-term). Finally, the
subjects are asked to recall as many of the items as possible.

Modality effects in LTM were found by Engle and Mobley
(1976) and Glenberg, Eberhardt, and Belden (1987), giving rise

FIGURE 35.2. Mayer’s cognition model.
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to hypotheses such as auditory items being more distinctive than
visual items and temporal information being encoded more pre-
cisely. However, in a 1989 study, Penney found a visual superior-
ity for recall and recognition. She concluded that “where modal-
ity effects are found in long-term memory, the general effect will
not consistently be an auditory superiority, but, rather, as inter-
action between task requirements and presentation modality”
(1989b, pp. 468–469).

In 1994, Duis, Dean, and Derks also investigated the modality
effects in STM and LTM. They found an auditory superiority in
STM; however, they did not find evidence of a modality effect in
LTM. They concluded that previous research designs may have
favored audio and stated, “It seems possible that auditory and
visual information are processed differently and that an under-
standing of these differences may lead to the conclusion that
auditory superiority may, in fact, be due to the sequential pre-
sentation of stimuli that is common to so many experiments
investigating the modality effect” (p. 6).

35.4.6 Summary

By examining the differences in people’s ability to recall au-
ditory vs. visual information, researchers have sought to learn
more about how the human brain processes, stores, and re-
trieves information. Thus far, the majority of the studies have
found a modality effect for STM. That is, audio information (gen-
erally a sequence of several words or numbers) is recalled better
than the same information presented visually. This finding sup-
ports the theory that audio information is processed differently
from (and perhaps independently of) visual data in STM. Simi-
lar studies investigating modality effects in LTM have produced
conflicting results.

As experimental psychologists wrestle with models and the-
ories that focus on differences in modalities, they may help to
unravel issues that relate to the design and effectiveness of audi-
tory instruction. As Estes (1989) noted, “Whether information
is presented via films, lectures, readings, or other kinds of expe-
riences, the process of adding the information to the stock of
knowledge and skill in the mind of the student in usable form
is complex and subject to many uncertainties” (p. 3).

35.5 MULTICHANNEL RESEARCH
RELATED TO AUDIO

35.5.1 Introduction

Audio instruction is very rarely presented in isolation (Jaspers,
1995)—even with telephone and radio instruction, guidelines
dictate having complementary visual materials. This dual ap-
proach derives from the fact that many educators believe that
more learning will occur if instruction is presented through
two sensory channels as opposed to one. This belief was re-
sponsible, in part, for the rush to use instructional television
and film in the early and middle twentieth century. How-
ever, Travers (1970) stated that the assumption was based on

“the most flimsy evidence” (p. 104). He disputed many of the
early multichannel research studies based on the fact that they
were conducted without solid research designs or statistical
tests of significance.

Studies investigating channels of transmission have been on-
going for decades and continue in the present. The research
typically centers on an auditory or visual channel and compares
it with a combined audiovisual presentation. In some cases,
the visual channel is further subdivided into a pictorial channel
(nonverbal) and a print channel (visual–verbal). Although there
are many theories related to multichannel communications, this
section concentrates on five that are often cited in research re-
lated to auditory instruction.

1. Single-channel processing theory: There is only one chan-
nel to higher centers of the brain; therefore, dual-channel
transmission can be equal to, but not greater than, the single-
channel processing. In fact, if both stimuli arrive at the same
time, information jamming may occur and cause the dual-
channel effectiveness to be less than that of either of the
single channels.

2. Cue summation theory: Dual-channel presentations result in
more learning than single-channel presentations because the
number of stimuli or cues is increased. “This theory suggests
that when pictures are added to the message, the number of
cues relevant to the message increases” (Lang, 1995, p. 88).

3. Limited-capacity information processing: If the combined
amount of information of two single channels exceeds the
upper limit of the central nervous system capacity, then in-
terference may occur, causing equal or less gain to take place.
If combined stimuli are less than the capacity, however, then
the dual-channel presentation is more efficient and effective.

4. Dual-coding theory: Information is processed in either a ver-
bal or a nonverbal form. By coding semantically connected
information in both formats, recall and recognition can be en-
hanced because information from one code acts as a retrieval
cue for information in the other mental store.

5. Cognitive load theory: Working memory is limited; there-
fore, designers should seek to structure the learning mate-
rials to minimize the requirements on STM (by using two
modalities, reducing the complexity, organizing the material,
etc.).

35.5.2 Single-Channel Processing Theory

Broadbent’s (1958) theory of perception was constructed on
the assumption that there is only a single channel to the brain’s
higher centers. By conducting various experiments, Broadbent
found that when the limit of the central nervous system has
been met, some information is stored in a holding area. Because
his system generally handles only one message at a time, it is re-
ferred to as the single-processing theory or single-channel the-
ory. According to this theory, if information (from one or more
sources) reaches the brain at a very slow rate, all of the infor-
mation can be processed. However, when the limit is reached,
only one source will be able to enter the system; the others will
be excluded.
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In 1964, Van Mondfrans and Travers conducted a study that
assigned 72 male and female undergraduate students to three
modes of presentation. Modes consisted of a series of learning
trials with stimulus materials of differing degrees of meaning-
fulness and redundancy presented in an auditory, a visual, or an
audiovisual format. One-fourth of each group received stimuli at
the rate of one stimulus every 4 seconds, one-fourth at the rate of
one stimulus every 2 seconds, one-fourth at a 1-second rate, and
one-fourth at the rate of one stimulus every 0.6 seconds. Results
revealed no significant differences between the visual and the
audiovisual modes of presentation across all types of stimulus
material. Travers (1967) noted, “The use of a single channel for
transmitting information seems to be a safe rule except where
the information transmission requires the use of more than one
sense modality” (p. 145).

Based on a series of research studies and Broadbent’s (1958)
theoretical model of the perceptual system as a single-channel
system, Travers (1970) arrived at the following conclusions re-
garding multichannel transmission of information.

� The transmission of redundant information through two per-
ceptual systems will not lead to more effective information
transmission than the use of a single modality except when
the rate of information transmission is very slow (p. 105).

� When non-redundant information is transmitted through two
different perceptual systems . . . the two channels together do
not result in the retention of greater quantities of information
than when one channel is used alone (p. 106).

� The main factor limiting the rate at which information is re-
ceived and at least temporarily stored depends on events at the
highest levels of the nervous system and not on the number of
perceptual systems through which information is transmitted
(p. 106).

� The bottleneck in the information processing occurs “up-
stairs,” in the brain, and both auditory and visual information
seem to encounter either the same bottleneck or bottlenecks
of equal size (p. 92).

35.5.3 Cue Summation Theory

Results demonstrating increased learner achievement utilizing
two channels of instruction (audiovisual) rather than one chan-
nel were realized by several studies. In 1950, the Office of Naval
Research sponsored two studies at the Pennsylvania State Uni-
versity with 430 ROTC trainees. Experiments (utilizing film)
yielded the following conclusions (Nelson & Moll, 1950, p. 1).

� Significant learning accrues from the presentation of film as
a whole than from the presentation of either the audio or the
video channel alone.

� Neither channel is consistently better than the other.
� Both channels together are consistently better than either one

alone.

An eminent study that compared a single presentation of au-
dio or print with the combined presentation was conducted

by Hartman (1961a). This study included 1,184 freshmen at the
Pennsylvania State University. The design of the experiment pro-
vided subjects with a 5-second exposure to a photograph on
motion picture film. For the audio treatment, a professional an-
nouncer spoke the person’s name in the photograph, paused 1
second and then repeated it; for the print treatment, the name
was printed on the lower portion of the frame and appeared
simultaneously with the picture throughout the exposure.
Hartman’s (1961a) conclusion was that “redundant information
simultaneously presented by the audio and print channels [was]
more effective in producing learning than [was] the same infor-
mation in either channel alone” (p. 42).

Hartman (1961b) further investigated the relationship to re-
dundant audio/print stimuli in a review of literature and pub-
lished the following results:

Of nine studies comparing simultaneous audio-print presentations with
audio presentations of the information, four indicated superiority for
the combined channels, two favored audio, and three indicated no dif-
ferences. With regard to the comparisons of simultaneous audio-print
with print, seven studies supported the simultaneous presentation, and
two found the presentations equivalent.

Hartman concluded, “It is apparent that a simultaneous
audio-print presentation is more effective than either audio or
print alone when the information simultaneously presented is
redundant” (p. 244). He supported his findings with the cue
summation theory. This theory predicts that learning of discrim-
inations is increased as the number of available cues or stimuli
is increased. Some researchers add the caveat that cues must
also be available in a situation wherein discrimination is tested.

In another study, Severin (1968) designed a series of treat-
ment conditions: audio with relevant pictures (cue summation
condition), audio only, visual only, audio and print (redundant
condition), and audio and unrelated pictures. The sample popu-
lation consisted of 246 seventh-grade students, and the task was
recognition. Results demonstrated that the cue summation com-
bination was significantly superior to the redundant condition,
and the visual-only treatment was superior to the audio-only
treatment. Although Severin’s findings agreed with Hartman’s
and others, he stressed the distinction between redundant, rel-
evant, and related information. His general conclusions were as
follows.

1. Multichannel communications that combine words with
closely related and relevant illustrations can provide sig-
nificant gains because of the summation of cues between
channels.

2. Multichannel communications that combine redundant
words in two channels (speech and print) do not result in sig-
nificantly greater gain than single-channel communications
because the added channel does not provide additional cues.

3. Multichannel communications with unrelated cues in two
channels causes interference between channels and can re-
sult in less information gain than if one channel were pre-
sented alone.

Severin emphasizes the importance of relevant cues in his in-
terpretation of the cue summation theory. He states that “these
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results suggest that multi-modality stimulus materials may be
capable of producing increments in learning under certain con-
ditions; they also suggest what one of these conditions might
be: use of the second channel to carry additional related cues
rather than simply redundant cues” (p. 9).

35.5.4 Limited-Capacity Information Processing

A study that was not completely consistent with Broadbent’s
model was conducted by Hsia (1968b). In this study, 912 stu-
dents in the seventh grade were randomly assigned to test con-
ditions. The content of treatments was verses of English poetry.
Six conditions were set up in differing combinations of chan-
nel treatments (audio, visual, and audiovisual) and noise factors
(noise and no-noise conditions). The noise factor was either
auditory noise (white noise at 25% intensity) or visual noise
(random black dots scattered over visual stimuli). After the pre-
sentation of each verse, subjects were given just enough time
to recall what they had seen on the screen or heard from the
tape recorder or both and to write down those recollections.
Scoring was based on the aggregate number of words recalled,
erred, lost, and presented. Data results for the total amount of
recalled information revealed that neither audio nor visual was
significantly better. An audiovisual treatment, however, was sig-
nificantly superior to both the audio and the visual treatments.
Hsia concluded that “data showed that both communication ef-
ficiency and dependability were higher in the AV channel than
in the A and V channels alone” (p. 342).

In the discussion of his experiment and in a follow-up review
of research, Hsia (1968b) remarked that Broadbent’s single in-
formation processing channel was “demonstrably insufficient”
(p. 326). He criticized Broadbent’s “mechanical model,” which
expounds that the information system can process only audio
or visual information, thereby limiting the amount of informa-
tion gain in an audiovisual presentation to that of a single chan-
nel (Hsia, 1971, p. 52). Hsia based his finding on the capacity
limit theorem (Shannon & Weaver, 1949) of the central nervous
system. Simply stated, he asserted that

if the combined amount of information of audio and visual stimuli ex-
ceeds the upper limit of the central nervous system capacity, then both
selection processes and interference take place; yet so long as neither
audio nor visual stimuli reach the limit of the central nervous system,
an audio-visual presentation is generally a more efficient method of pre-
senting communication materials. (Hsia, 1968a, p. 253)

Hsia (1971) also pointed out that with the use of between-
channel redundancy, the amount of information received from
an audiovisual presentation is less than the amount received
from the sum of the audio and visual components. In other
words, “the total information provided by a stimulus or a mes-
sage with a number of dimensions cannot be equal to but is
always less than the sum of the information in each dimension”
(p. 63). In addition, one channel can provide cues and clues for
the other, thereby eliminating probable interference or informa-
tion jamming.

In an attempt to reconcile findings of the cue summation
theory and Broadbent’s theory, Hsia (1971) hypothesized that
man is a multiple-channel organism when input is optimal. In

other words, he is capable of processing information through
multiple channels, “so long as the inflow is within the limit of
his information processing capacity. When input is far beyond
this information processing capacity, it is possible that man may
act as ‘a single communication channel’” (p. 65).

35.5.5 Dual-Coding Theory

The dual-coding theory evolved over a 30-year period from a se-
ries of experiments and hypotheses related to imagery (Paivio,
1991). At the core of the theory is the relationship between sym-
bolic systems and specific sensorimotor systems. Verbal systems
refer to properties of language and include both text (visual) and
speech (audio). Nonverbal systems refer to nonlinguistic items,
such as graphics (visual), sound effects (audio), and objects
(visual).

Imagery, concreteness, and verbal associative processes are
important tenets of dual-coding theory. For example, “lessons
containing concrete information and evoking vivid images will
be easier to comprehend and remember than lessons that
are abstract and not image-arousing” (Clark and Paivio, 1991,
p. 173). Although the dual-coding theory has wide-ranging im-
plications for memory, language, and cognition, it is the com-
bination of verbal and nonverbal aspect that is most often
cited in multichannel literature. For example, the Theory Into
Practice website lists the following principle for dual coding:
“Recall/recognition is enhanced by presenting information in
both visual and verbal form” (Kearsley, 2001, p. 1). A key fea-
ture of dual coding is the cross-connection between information
in the linguistic and that in the visual–spatial store. Hence, the
viability of dual coding depends, to a large degree, on the se-
mantic overlap between both types of information during initial
encoding. As noted by Hannafin and Hooper (1993) in Instruc-
tional Message Design, “Information depicted in each modal-
ity must be congruent. Dual coding of text and graphics, for
example, is affected by the degree to which the graphics and
text reflect redundant information. Nonredundant information
increases the processing requirements of the task and may hin-
der encoding” (p. 196). Based on this principle, many research
studies and development projects combine visual (nonverbal)
and verbal information, such as graphics with text or speech
with graphics. “Dual coding is ineffective when both sources
of information employ identical coding mechanisms. Identical
presentation of words in sound and text, for example, should
be avoided” (p. 196).

Not all theorists agree with the dual-coding theory, and it is
often applied in a very broad sense. In the 1996 edition of this
handbook, Braden noted that there had not been a direct conflict
between the dual-coding and the cue summation theories. Nor
had there been any attempts to reconcile or combine them.

35.5.6 Cognitive Load

The cognitive load theory can also provide important theo-
retical guidance to multichannel instruction. Basically, cogni-
tive load refers to the limitations of working memory. As there
is general agreement that STM is severely limited in capacity
and duration (see Auditory Memory), designers should seek
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to reduce working memory load. In contrast, LTM is theoreti-
cally unlimited and consists of hierarchically organized schemas.
“Schemas allow us not only to store learned information in long-
term memory but, because multiple elements of information are
treated as a single element in working memory, schemas also
reduce the burden on working memory” (Kalyuga et al., 1999,
p. 351).

Sweller and others differentiate between intrinsic and extra-
neous cognitive load (Sweller, 1999; Sweller & Chandler, 1994).
Intrinsic cognitive load relates to the difficulty of the material
as defined by the magnitude of the body of knowledge to be
learned and the degree of interrelatedness among its elements.
If the information is complex or complicated, the intrinsic cog-
nitive load will be high. For example, the cognitive load involved
in learning human anatomy is intrinsically high because of the
large number of terms that must be learned. Extraneous cog-
nitive load refers to the way the instruction is designed and
organized—if the instruction contains irrelevant information or
other material that causes inefficient cognitive processing, the
extraneous cognitive load will be high.

With the assumption that there are two separate systems
for modalities in STM (audio and visual), “the effective size of
working memory may be increased by presenting information
in a mixed (auditory and visual mode) rather than in a single
mode” (Mousavi, Low, & Sweller, 1995, p. 320). In this manner,
there would be an increase in the capacity of working memory,
thereby allowing an increase in the amount of information that
could be processed (Andres & Petersen, 2001/2002; Goolkasian,
2000; Kalyuga et al., 1999).

Several research studies have tested this theory. In a series
of experiments involving high-school students and geometry
lessons, Moursavi, et al. (1995) provided instruction in vi-
sual/visual (text/graphic) or audio/visual (speech/graphic) for-
mats. The results indicated that the mixed audio/visual format
was more effective than the visual/visual format, and they con-
cluded that “when students must split their attention between
multiple sources of information that require mental integration,
cognitive resources available for learning can be increased by
presenting some of the verbal materials in auditory rather than
written form” (p. 333).

In a study involving adults, electrical content, and a
computer-based instructional program, Kalyuga et al. (1999) em-
ployed variations of modality mixes and color coding to reduce
cognitive load. Using the cognitive load theory, they provide
the following guidance for instructional designers (when deal-
ing with split-source diagrams and text).

1. Textual materials should be presented in auditory rather than written
form.

2. Textual materials should not be presented in both auditory and writ-
ten form.

3. If textual materials must be presented in written form, search for dia-
grammatic referents should be reduced by using appropriate markers
or guides such as colour-coding. (p. 369)

In similar research, Tindall-Ford, Chandler, and Sweller
(1997) conducted three experiments where audio text with
visual diagrams or tables was presented to some participants

and visual text with visual diagrams was presented to other
participants. The results (obtained only for instructions with
a high intellectual content) showed that the audio/visual treat-
ment resulted in increased performance over the visual/visual
treatment. Basing their results on the cognitive load theory, the
researchers stated the following.

1. When students are faced with intellectually difficult materials re-
quiring mental integration between multiple sources of information,
results suggest that mental integration may be easier if written infor-
mation is transferred into an auditory form (p. 285).

2. Audio-visual presentations are unlikely to be beneficial if the auditory
component is structured in such a way that it overloads working
memory—for example, if it is too long in length (p. 283).

3. If the audio component makes excessive memory demands because
of its inherent complexity (even if it is short in length), it may over-
load working memory and render audio-visual instruction ineffective
(p. 284)

4. Audio-visual instruction also may not be ideal in situations when the
audio component is unnecessary or redundant for understanding (p.
284)

35.5.7 Review of the Literature

In an investigation into some of the apparent contradictions in
the multichannel research, Lang (1995) conducted an exten-
sive review of the literature. She analyzed 22 research studies
(from the 1960s through the early 1990s) that were related to
audio/video redundancy (primarily television). Based on the re-
view, she identified four factors that were contributing to the
conflicting results (p. 87).

1. Overall theoretical perspective guiding the research.
Lang notes that although several theories “have been used
to attempt to explain why pictures might (or might not) im-
prove memory, they have not been used consistently to guide
the conceptualization and operationalization of audio/video
redundancy or memory” (p. 88).

2. Conceptual definition of audio/video redundancy. Vari-
ations in definitions may have accounted for a great deal of
the conflicting results. In particular, three definitions of re-
dundancy were noted in the studies (p. 90):
a. the presence of two channels rather than a single channel,
b. an exact match in content between the audio and the

video channels, and
c. a relationship in semantic meaning between the audio and

the video channels.
3. Operational definition of audio/video redundancy.

Lang identified 24 different operational comparisons for test-
ing redundancy, including single words spoken aloud, single
words flashed on screens, simultaneous audio/video single
words, audio words with visually redundant or conflicting
stills, narration with redundant text on screen, narration with
redundant video, and narration with conflicting video. For
her analysis, Lang grouped all of the operational comparisons
into four categories—single-channel presentations, multiple-
channel redundant presentations, audio/video conflicting,
and talking heads.
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4. Operational definitions of memory. There were multiple
definitions of memory, including recognition, cued recall,
and free recall.

Using the limited-capacity information processing model,
Lang hypothesized that multiple-channel redundant information
and talking head video were unlikely to overload the process-
ing system and would thus result in increased processing and
memory (over single-channel and multiple-channel conflicting
information). By stratifying the studies based on consistent def-
initions of redundancy and memory measure, Lang concluded
that her analysis showed the following effects of audio–video
redundancy on memory (pp. 111–112).

� Her research suggests quite strongly that multiple-channel re-
dundant presentations are better than single-channel presen-
tations at every level of processing (e.g., encoding, storage,
and retrieval).

� Memory for visual information is not much affected by au-
dio/video redundancy at any stage of processing. But infor-
mation for audio information is sadly compromised when re-
dundancy between the two channels falls. This appears to be
due primarily to a superiority of visual information both at
recognition and recall.

� Having pictures—even conflicting pictures—appears to have
the largest impact at retrieval.

She also noted, “This review reveals abundant evidence al-
ready reported in the literature that visual processing may re-
quire less capacity than audio processing and that a lack of au-
dio/video redundancy has a much greater detrimental effect on
memory for audio information than it does on memory for video
information” (p. 111).

35.5.8 Summary

When examining the research studies and theories presented
in this section, one can see many similarities and differences.
As noted by Lang (1995), the variations in research results can
often be attributed to different definitions of terms (such as re-
dundancy, channel, cue), different philosophical perspectives,
and variations in research designs. It seems evident that there
are many variables that influence optimal combinations of au-
dio and visual information, including the type and complexity
of the information, the attributes of the target audience, and the
level of redundancy.

The theories presented in this section serve as examples
of theoretical foundations that have been used to analyze the
implementation of audio. Other theories, such as interference,
schema, and generative learning, are also valuable components
in the quest to understand modality-based instruction. Although
the controversy over multichannel processing of information is
not over, guidelines are beginning to emerge; those that relate to
multimedia instruction are presented in the next section, Audio
in Interactive Multimedia.

35.6 AUDIO IN INTERACTIVE MULTIMEDIA

35.6.1 Introduction

Multimedia instruction can be loosely defined as educational
programs integrating media elements (text, graphics, animation,
sound, and video) in an interactive environment controlled by a
computer or similar processor (Barron et al., 2002). This defini-
tion encompasses many other terms from education, commer-
cial, and military environments, such as the following.

� Computer-based education
� Computer-assisted instruction
� Computer-based training
� Computer-assisted learning
� Computer-assisted instruction
� Technology-based training
� Interactive courseware
� Interactive videodisc
� Interactive multimedia instruction
� Multimedia learning
� Web-based training
� Internet-based learning
� e-Learning

Educational materials delivered via a computer date back to
the 1960s when PLATO and TICCIT used mainframe computers
and “dumb” terminals to disseminate instruction. At that time,
audio was not a part of the instruction, other than perhaps a
beep for an incorrect answer. When interactive videotape and
interactive videodisc appeared, audio, in analog form, became
a component of some programs and the related research (for
example, the report by Fletcher, 1990, included programs with
audio).

Although it was possible to digitize audio and incorporate it
into computer programs in the 1980s, it was not practical. The
primary limitation was the storage requirements. One minute of
digitized audio can consume several megabytes of storage if it is
stored in high-quality (44.1-kHz), 16-bit, stereo format (Barron
et al., 2002). Finally, in the early 1990s, the advent of large hard
drives and compact discs, along with improved, standardized
compression techniques and formats, created an environment
wherein incorporating audio into multimedia was feasible, easy,
and relatively inexpensive (Barron and Varnadoe, 1992).

35.6.2 Applications of Audio
in Multimedia Instruction

There are numerous ways to employ digital audio in interactive
multimedia, including the following.

� Gaining attention. Audio (in multimedia instruction) can be
used to draw attention to a program or direct attention to
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the most important parts of the screen (Aarntzen, 1993).
“In fact, research by Kohlfeld (1971) and Posner, Nissen, and
Klein (1976) has confirmed that sounds generally are more
effective than images for gaining attention” (Bishop & Cates,
2001, p. 13).

� Temporal sounds. Temporal sounds can be defined as “spo-
ken information provided about future and past events that
present highlights and details about static or moving visuals”
(Mann, 1995, p. 402). Mann advocates using sound as epi-
tomes (similar to an advanced organizer, except that the key
ideas are presented) or verbal summaries to help in the inter-
pretation of the message.

� Assessments. There are several advantages to incorporating
sound into computerized assessments, including meeting the
needs of nonreaders and visually impaired examinees. In ad-
dition, audio can be incorporated into the user interface (spo-
ken directions and interactions) or it can be used to test
listening skills (Parshall, 1999).

� Interface. Sounds are commonly used to provide human–
computer interactions through interfaces (Gaver, 1997). Op-
erating systems provide audio feedback when a computer
boots up or when a dialog box must be closed (Helander,
Landauer, & Prabhu, 1997). Multimedia courseware can also
be programmed to provide audio cues for navigation, such as
menus.

� Instruction. Recorded voice is often used to provide the main-
stream of instruction (Aarntzen, 1993). A narrator speaks to
the student as text, graphics, and/or animations appear on the
screens. Sound effects may also be provided, such as heart-
beats for medical programs and sonar signals for the military.
“Sounds can communicate information when visual attention
is focused elsewhere, when tasks do not require constant vi-
sual monitoring, or when the visual channel is overburdened”
(Bishop & Cates, 2001, p. 14).

� Prompts and feedback. Some instructional multimedia pro-
grams use audio to provide prompts or feedback for the stu-
dents (Anderson-Inman, 1990; Jongekrijg & Russell, 1999).
One approach is to have one voice or character used for in-
struction and another for hints or feedback.

35.6.3 Research Focusing on Audio in Multimedia

When digital audio became feasible and designers began incor-
porating it into multimedia courseware, there were few guide-
lines to follow. Consequently, very little of the design or devel-
opment was based on instructional theory or research (Barron
& Atkins, 1994; Daniels, 1995; Kozma, 1991; Moore, Myers, &
Burton, 1996; Moreno & Mayer, 1999). In recent years, several
research studies have emerged that focus on specific design op-
tions for audio in multimedia courseware. This section presents
research related to textual and audio redundancy, temporal con-
tiguity, coherence, audio feedback, aptitudes of learners, and
cost/time issues.

35.6.3.1 Textual and Audio Redundancy. Speech is
ephemeral, and Winn (1993) noted that “the most serious
drawback to using speech (or any sounds for that matter) in

instructional messages is that they lack the permanence of text
or illustration” (p. 116). There are many ways to counter this
drawback, such as repeating the information (as a paraphrase)
or providing a button that the student can click to repeat the
audio segment (Barron & Kysilka, 1993). Another approach is to
provide redundancy of the information through other channels,
such as text or images.

There are several options for presenting verbal information
through audio/visual combinations in multimedia programs. As-
suming that all of the programs contain static or animated graph-
ics, the following combinations of text and audio can be used.

1. Full text mirrored by verbatim audio
2. Full text combined with audio highlights
3. Full text used without spoken audio
4. Partial text combined with full audio
5. No text combined with full audio

The optimal combination of text/audio is a perplexing issue
for multimedia developers, and numerous research studies have
investigated this matter. Several theories related to the multiple
modality of working memory (Baddeley, 1992) and dual coding
(Paivio, 1986) promote the premise that combinations of verbal
and nonverbal information, using both visual and audio modali-
ties, can increase working memory. Tindall-Ford et al. (1997) ex-
plored this hypothesis with three experiments involving adults.
Their results, based on the cognitive load theory, were, “When
students are faced with intellectually difficult material requiring
mental integration between multiple sources of information, re-
sults suggest that mental integration may be easier if written
information is transferred into an auditory form. Alternatively,
when information is not intellectually challenging, the mode of
presentation may be of less importance” (p. 285). Their results
appear to support option 5 no text combined with full audio
in the preceding list. However, the researchers note that many
variables must be considered. For example, if the audio segment
is long or extremely complex, it may exceed working memory,
and a modality effect is not likely to be observed.

Whereas the research by Tindall-Ford et al. contained static
graphics and tables, Mayer and Moreno (1998) and Moreno and
Mayor (1999) conducted research investigating the combina-
tion of animations and audio. They found that in four of four
studies, the combination of verbal audio with animations was
better than the combination of text and animations. They pro-
vided a similar rationale for the findings “When pictures and
words are both presented visually (i.e., as animation and text),
the visual/pictorial channel can become overloaded but the au-
ditory/verbal channel is unused. When words are presented au-
ditory, they can be processed in the auditory/verbal channel,
thereby leaving the visual/pictorial channel to process only the
pictures” (Mayer, 2001, p. 134).

A study by Koroghlanian and Klein (2000) is similar to
Mayer’s research in that it employed both static illustrations
and animations, with and without audio. A biology lesson
with 109 high-school students was used to determine the ef-
fects of instructional mode (audio vs. text), illustration mode
(static illustration vs. animation), and spatial ability (high vs.
low) on achievement. Contrary to the findings by Mayer and
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Tindall-Ford, this research yielded no significant differences, ex-
cept that the high-spatial ability students achieved more than
the low-spatial ability participants. Although the text vs. audio
versions did not differ in completion time, the animation treat-
ment took significantly more time than the static illustration
treatment.

Kalyuga et al. (1999) have conducted numerous experiments
investigating split attention, cognitive load, and redundancy.
Some of these experiments included an audio variable.

According to the cognitive load theory, learning might be inhibited
when learners must split their attention between and mentally integrate
text and graphics because the integration process might overburden
limited working memory capacity. However, when textual information
is presented in auditory form, mental integration with a diagram may not
overload working memory because working memory may be enhanced
by the use of both visual and auditory channels. Such a dual mode
of presentation might be used to circumvent cognitive load problems
caused by split-attention This phenomenon will be referred to as the
instructional modality effect. (p. 353)

One experiment that tested this modality effect involved
34 adults and a training module focused on soldering. The
audio-only version was superior to both the text-only and the
redundant audio/text versions (Kalyuga et al., 1999). Similar
results were reported in 2000—the auditory presentation of
text was better than the visual-only presentation and the com-
bined visual and auditory forms. However, in this study, the
research team also noted that the results differed, based on the
experience level of the learners (Kalyga, Chandler, & Sweller,
2000).

There are other recent studies that did not demonstrate in-
structional modality effects. For example, Shih and Alessi (1996)
compared three treatments (text, voice, text and voice) for 141
college undergraduates. They included two types of informa-
tion (spatial vs. temporal). The results did not show any signifi-
cant differences between groups or any significant interactions
among treatment groups and type of learning. However, 82% of
the students reported that they preferred the combination of
text and voice to the other methods of delivery.

Quealy and Langan-Fox (1998) conducted a study that in-
volved 60 adults in three treatments: (a) stills (graphic/text
screens), (b) audio (graphic/text screens with verbatim audio),
and (c) video (video/text screens with verbatim audio). The
results showed no significant group effect for recall.

Rehaag and Szabo (1995) assigned 82 high-school students
(low ability and high ability) to either a text-based or a text
plus full-audio version of a mathematics program. The program
was originally designed as a text-based program, and audio was
added to 3 of the 110 lessons. They did not find any significant
differences in achievement or attitudes between the two main
treatment groups.

Three studies used the amount of text as a variable, using
treatments of (a) full text, (b) full text and full audio, and (c) par-
tial text and full audio (Barron & Atkins, 1994; Barron & Kysilka,
1993; Koroghlanian & Sullivan, 2000). All three of the stud-
ies found no significant differences, prompting the researchers
to conclude that the partial-text/full-audio approach (which is

common in industrial and military multimedia programs) is at
least as effective as full text/full audio. The partial-text approach
is often used to conserve screen real estate in multimedia in-
struction and allow space for complex simulations or images.
The question has been raised as to whether this decrease in vi-
sual text would adversely affect learning. As indicated in these
studies, the impact was not significant.

A study that investigated audio in a hypertext dictionary en-
vironment was conducted by adding sound to the textual defini-
tions. It was hypothesized that the encoding of two modalities
would result in better retrieval of vocabulary. The results, how-
ever, indicated that the audio resources did not have a significant
effect on retention (Tripp & Roby, 1994).

Based on these studies, it seems clear that verbatim audio,
along with text does not generally increase achievement over a
text-only approach. Some of the studies also indicate that full-
audio/partial-text and full-audio/full-text delivery can achieve
the same results. However, it is not clear when eliminating the
text entirely (and using full audio) will increase achievement.
There are obviously additional variables that could be studied.
For example, Jeung, Chandler, and Sweller (1997) suggested
that dual-mode instruction would be beneficial when mental re-
sources were not required for extensive visual searching. Other
variables that could be investigated include the content, dura-
tion, and pacing of multimedia instruction. For example, some
researchers have noted that many of the studies conducted
by Mayer and associates (that favored spoken audio over text)
consisted of short segments (less than 3 minutes), focused on
technical content, and did not include learner-pacing. In exper-
iments that included different content, length, and pacing, Tab-
bers, Martens, and van Merrienboer (2001) found, “In the two
groups in which the students set the pace of the instruction, no
modality effect is found at all. Not only do the students in the
visual-user group perform almost equally well on the transfer
test, on the retention test they even outperform the students in
the audio-user group” (p. 1029). Tabbers (2002) recommends,
“Only in situations in which time-on-task is a crucial variable
and the instructions are system-paced based on the pace of the
narration, should spoken text be first choice in multimedia in-
struction” (p. 79).

35.6.3.2 Temporal Contiguity. In 1992, Mayer and Ander-
son proposed a contiguity principle, which recommended that
words and pictures should be presented concurrently, rather
than sequentially. In a 1999 article, Moreno and Mayer divided
the contiguity principle into a temporal-contiguity effect (visual
and spoken materials) and a spatial-contiguity effect (printed
text and pictures). The rationale behind these effects is that if
two stimuli are presented simultaneously, it will be easier for
the learner to integrate them in STM. Likewise, if there is only a
short time lapse between stimuli (as opposed to a longer one),
the learners may be able to build the connections required to
integrate the information. Mayer and others tested the princi-
ple on a series of experiments that involved low-ability students
with high spatial ability. The results in three of five tests mea-
suring retention and eight of eight tests measuring transfer sup-
ported the temporal contiguity principle (Mayer, 2001; Mayer
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& Anderson, 1991; 1992; Mayer & Sims, 1994; Mayer, Moreno,
Boire, & Vagge, 1999; Moreno & Mayer, 1999).

35.6.3.3 Coherence. The term seductive details refers to the
addition of interesting, entertaining, yet perhaps distracting,
information in a lesson or text (Garner, Gillingham, & White,
1989). For example, a textual passage might provide interest-
ing, but irrelevant, information in addition to the main idea
(Wade, Schraw, Buxton, & Hayes, 1993). If the learners then
recall the extraneous details, to the detriment of the main idea,
it is referred to as the seductive detail effect. Centering on re-
search in reading of informative text, a controversy ensued in
the early 1990s. Wade (1992) concluded that “the practice of
adding anecdotes and seductive details does not facilitate and
may even interfere with the learning of important information
“(p. 264). Other researchers agreed (Garner, Brown, Sanders, &
Menke, 1992; Hidi, 1990).

However, in a review of the seductive detail literature related
to reading, Goetz and Sadoski (1995a) concluded that there was
insufficient evidence to confirm or deny the construct. Citing
methodological problems, they remarked that “it is impossible
to determine whether readers were being bewitched by dis-
tracting details, bothered by incoherent text, or bewildered by
incomprehensible abstraction” (1995b, p. 509).

Recently, several research studies have investigated a similar
construct, referred to as the coherence effect, in multimedia. In
11 of 11 experiments, students who received a concise presen-
tation of a multimedia program performed significantly better
(in both retention and transfer measures) than those who re-
ceived a lesson with extraneous material (Harp & Mayer, 1997,
1998; Mayer, Bove, Bryman, Mars, & Tapagco, 1996; Mayer,
Heiser, & Lonn, 2001; Moreno & Mayer, 2000). For example, one
experiment included four different treatments of an animated
lesson that focused on the phenomenon of lightning: concur-
rent narration (N); narration with sound effects (NS); narration,
along with background music (NM); and narration, sound ef-
fects, and background music (NSM). The results supported the
coherence effect in that the NSM group recalled significantly less
information than all of the other groups, the NM group recalled
significantly less than the N and NS groups, and groups N and
NS did not differ from each other (Moreno & Mayer, 2000). A re-
lated study using a different animation and sound effects (which
were not as closely related to the content) noted a detrimental
impact of the sound effects as well as the music, prompting the
researchers to suggest that “in multimedia lessons, the more
relevant and integrated sounds are, the more they will help stu-
dents’ understanding of the materials” (p. 124). Based on the
compiled evidence of several research studies, Mayer (2001)
provides the following coherence principles (p. 133).

� Student learning is hurt when interesting but irrelevant words
and pictures are added to a multimedia presentation.

� Student learning is hurt when interesting but irrelevant
sounds and music are added to a multimedia presentation

� Student learning is improved when unneeded words are elim-
inated from a multimedia presentation.

35.6.3.4 Audio Feedback. Sales and Johnston (1993) con-
ducted a research study focused on the use of digitized speech
as feedback in multimedia instruction. The subjects were 145
sixth-grade students who received feedback in one of three
ways: spoken audio, printed and spoken, or spoken by an ani-
mated character. Although the results were not significant, the
researchers provided the following recommendations that re-
lated to audio.

1. The gender of the speaker may result in differing levels of
performance. When a female agent was used, female students
outperformed male students.

2. Digitized speech can help overcome reading limitations of
students.

3. Students were more on-task when they wore headphones.
4. Clients expect speech enhancements to software, much as

they expect color to be used in the lesson.
5. Important symbol systems related to audio include gender

of the speaker, tone, mode, pacing, cultural cues, and mes-
sage. These have different degrees of importance to individ-
ual learners.

In another study that focused on feedback, Huang (1995)
provided audio only; audio with text; or audio with text and
animation feedback for a computer-based lesson about tennis.
Sixty-eight adults were categorized as having high or low prior
knowledge and randomly assigned to a feedback treatment. Re-
sults indicate that there was no interaction between ability and
feedback type. However, the elaborate (audio with text and an-
imation) feedback was significantly more effective.

35.6.3.5 Learner Characteristics. It seems obvious that
the aptitudes and interests of the learners can and do inter-
act with other variables related to multimedia instruction. Al-
though too numerous to detail, almost every study mentioned
in this section provides some information about the learners’
characteristics and possible interactions with the treatment.
This information is invaluable when findings are generalized
to additional audiences. For example, Mayer noted a differ-
ence in the effects of various design strategies between low-
knowledge and high-knowledge learners and between learners
with low spatial and high spatial ability. Observing that design
effects were stronger for low-knowledge and high-spatial learn-
ers, he concluded that the high-knowledge learners were bet-
ter able to compensate for less-than-optimal design approaches.
Likewise, the low-spatial learners did not benefit as much,
possibly because they had less capacity to integrate images
and text in working memory (Mayer, 2001). Many of Mayer’s
studies included only low-knowledge and high-spatial ability
students.

In their article, “Levels of Expertise and Instructional De-
sign,” Kalyuga, Chandler, and Sweller (1998) emphasize the im-
portance of “knowing one’s students” (p. 12). Once individ-
ual differences are determined, multimedia designers can adapt
the instruction to “accommodate differences in ability, style, or
preferences among individuals” (Jonassen & Grabowski, 1993,
p. 19). For example, in the article, “When Using Sound with a
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Text or Picture Is Not Beneficial for Learning,” Kalyuga (2000)
noted that if a diagram is self-explanatory, experienced learn-
ers performed better with the diagram alone—without verbal
audio. The researcher offered the following principle: “When
presented in auditory form, textual explanations should be eas-
ily turned off or otherwise ignored by more experienced learn-
ers” (p. 171). One option is to present the instruction in various
methods, allowing the learners to select the most appropriate
strategy or modality (Mayer, 2001).

35.6.3.6 Impact on Time and Cost. Cost is an important
issue that must be considered prior to incorporating audio into
multimedia instruction. It could easily cost several thousand dol-
lars per courseware hour to hire a professional narrator, record
and edit the audio files, and integrate them with an authoring
program. Additional development costs would be incurred for
digitizing equipment, editing software, and streaming servers.
Given these financial considerations, some researchers have
concluded that audio is not worth the price. Based on a study
involving 120 adults, Main and Griffiths (1977) concluded that
the additional cost and effort involved with the addition of au-
dio “are not warranted until it can be demonstrated that audio
and pictorial supplements provide instructional advantages that
cannot be duplicated in other ways that are less expensive and
easier to implement” (p. 178).

In industrial settings, time often equates to money; there-
fore, an investigation of audio’s impact on time was the focus
of several studies. Since audio is time-based, and text is not, it
seems likely that programs with full audio could require more
time for students to complete. This was, in fact, the case in ex-
periments conducted by Barron and Kysilka (1993). They found
that multimedia instruction with full audio required significantly
more time to complete than the same program without audio
(1993). Likewise Koroghlanian and Sullivan (2000) noted that
the full-audio groups required more time. Rehaag and Szabo
(1995) conducted a study using two treatments—full audio and
full text. They found that the higher-ability students required
more time in the full-audio treatment than in the text treat-
ment. However, lower-ability students required equal time for
both treatments. They surmised that the higher-ability students
were able to scan the text version quickly and thus spend less
time. The high-ability, full-audio group also expressed signifi-
cantly more negative responses to the statement “I felt I could
work at my own pace.”

35.6.4 Summary

Audio is a major component of many multimedia programs, and
instructional designers have many choices to make dealing with
when, where, and how the audio elements should be imple-
mented. The design decisions are extremely complex because
other media elements, the content, and learners’ characteris-
tics must be considered. As Quealy and Langan-Fox (1998) re-
marked, “The real world (even, when only ‘modeled’) is awash
with uncontrolled variables in a shifting dynamic equilibrium”
(p. 275). The good news is that research studies are targeting
the use of audio in multimedia design; the bad news is that we

have a long road to travel before all of the variables are identified
and concise guidelines are available.

35.7 TIME-COMPRESSED SPEECH

35.7.1 Introduction

Unlike text, speech is inherently time-based—it cannot easily
or effectively be skimmed. Several research studies have noted
that a multimedia program with full narration will take sig-
nificantly longer for a student to complete than a multimedia
program with on-screen text (Barron & Kysilka, 1993; Korogh-
lanian & Sullivan, 2000). As the use of audio proliferates in
multimedia learning and other venues, techniques to minimize
students’ time commitments are being investigated (He &
Gupta, 2001).

An interesting paradox is that people can understand speech
faster than narrators can speak—even the fastest talkers reach
a physiological barrier at about 215 wpm (words per minute;
Beasley & Maki, 1976). Conversation typically takes place at ap-
proximately 150 wpm (Benz, 1971; Nichols & Stevens, 1957).
Since, in conversation, one is simultaneously listening and com-
posing speech, it was assumed that perhaps another 125 to
150 wpm of unused processing capacity might be available in
simple listening. Because the rate for speed reading is 250 to
300 wpm (Taylor, 1965) and the rate for silent reading is 275–
300 wpm (Junor, 1992), it was assumed that a similar capacity
might be available for listening. In fact, Fairbanks, Guttman, and
Miron (1957) found that good intelligibility is possible when
speech is compressed up to 50% of its original time length—up
to 300 wpm.

35.7.2 Compression Technology

In early studies, time-compressed speech was produced by play-
ing back a recording at a speed faster than the original record-
ing. Although this method is simple to produce, the vocal pitch
and intelligibility are affected (the “chipmunk effect”). The lim-
itations of this technique generally rendered research findings
questionable.

Miller and Lichlinder (1950) first demonstrated the tape-
sampling method accomplished by deleting small segments of
the speech signal. A switching device was used that turned off
the signal periodically. Garvey (1953) performed further experi-
mentation in compressed speech by editing out segments of the
audiotape and splicing the ends of the retained tape together.
Although Garvey’s technique was successful, it was deemed
too tedious except for research purposes. Fairbanks, Everitt,
and Jaeger (1954) produced the first electromechanical appa-
ratus that allowed both the expansion and the compression of
recorded tape.

A relatively simple technique is the sampling, or Fairbanks
method, which consists of removing small portions of the sig-
nal at regular time intervals (Arons, 1994). A cross-fade can
then be performed between segments to improve the perceived
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quality. Currently, a common, linear time-compression tech-
nique is the synchronized overlap-and-add (SOLA) technique
(Roucos & Wilgus, 1985). The SOLA compression method can
be completed in real time (on a desktop computer). It improves
the quality of speech (over the Fairbanks method) by comput-
ing the cross-correlation and locating the optimal match be-
tween segments before applying the cross fades (Arons, 1992).
Both the Fairbanks and the SOLA techniques are referred to
as linear time compression because the algorithms are applied
consistently, and all segments are reduced by equal propor-
tions.

Nonlinear time compression (in which the compression
rates may vary from point to point) can also be applied. Nonlin-
ear compression techniques are used to reduce redundancies,
such as pauses and long vowel sounds. Combinations of linear
and nonlinear are common (Arons, 1992). For example, some
of the silent segments may be reduced prior to applying the
SOLA technique, or the SOLA technique may be applied prior
to compressing the vowel sounds.

Advanced algorithms, involving dichotic presentations for
the ears or complex, adaptive compression methods, have also
been developed (Arons, 1994; Covell, Withgott, & Slaney, 1998;
He & Gupta, 2001). These sophisticated algorithms have been
able to demonstrate increased compression rates, and at very
high compression ratios, users prefer them. However, most ad-
vanced algorithms have failed to show a significant advantage in
intelligibility or comprehension at the speech rates that are com-
fortable for listeners because intelligibility reaches a ceiling at
about twice the normal speaking rate; this “ceiling” rate can be
attained very easily by the linear techniques (Janse, Nooteboom,
& Quene, 2001). For example, He and Gupta (2001) tested var-
ious linear and nonlinear compression techniques. They found
that, regardless of the sophistication of the algorithm, the par-
ticipants reached a ceiling level. Because the linear techniques,
such as SOLA, are easier to implement and are equally effective
below the ceiling level, they continue to be the most common
(He & Gupta, 2001).

35.7.3 Comprehension

Intelligibility and comprehension are discrete, yet related con-
structs. Intelligibility refers to being able to identify isolated
words, and it has been achieved with compression rates up to
10 times normal speech (Arons, 1997). Comprehension refers to
understanding the content of a passage (measured by answering
questions related to the content).

Numerous researchers have varied the rate of compression
and measured the resulting effect on comprehension. Fairbanks
et al. (1957) found little difference in intelligibility of selec-
tions compressed to 141, 201, and 282 wpm. Diehl, White, and
Burke (1959) determined that listening comprehension was un-
affected by changes between 126 and 175 wpm. Foulke and
Sticht (1967) tested the intelligibility and comprehension of dif-
ferent rates of speech with 100 college students. Using rates
of 225, 275, 325, 375, and 425 wpm, they found intelligibility
scores of 93, 91, 89, 85, and 84%, respectively. The comprehen-
sion scores were 73, 66, 67, 56, and 53%, respectively. These

results demonstrate a 6% loss in comprehension between 225
and 325 wpm and a loss of 14% between 325 and 425 wpm.
These and other studies (Boyle, 1969; Carver, 1973; Foulke,
1968; Foulke & Sticht, 1969; Rossiter, 1970; Sticht, 1968; Wasser-
man & Tedford, 1973; Williams, Moore, & Sewell, 1983–1984)
indicated that as word rate is increased beyond about 250 to
300 wpm, there is a decline in comprehension.

However, numerous intervening variables must be consid-
ered before a determination of the optimum degree of com-
pression can be made (Duker, 1974). Researchers believe that
the ability of subjects to comprehend compressed speech may
be dependent on the difficulty of the material. Foulke (1962) de-
termined that the comprehension of a scientific selection was
less than the comprehension of a literary work at normal speed.
However, at various levels of compression, the comprehension
scores of the scientific selection declined less than those for
the literary selection. This phenomenon may be because the
comprehension scores for the scientific selection were lower at
the normal rate; therefore the range in which they could vary
was relatively small (Duker, 1974). His data showed that for col-
lege students, listening to compressed materials written at the
eighth-grade level produced the greatest efficiency. Raising the
difficulty level of the materials caused comprehension to drop
off abruptly.

Length of presentation may also be a factor in comprehen-
sion and memory. Adelson (1975) examined comprehension
by a group of college students listening to a 1-hr lecture at
175 wpm, as compared to the same group of college students lis-
tening to an equated 1–hr lecture compressed at 275 wpm for
40 min. Compressed materials produced less comprehension
than did the normal rate materials. The author concluded that
with compressed materials, the length of presentation appeared
to be a critical factor, perhaps because of attentional fatigue or
other factors.

Learner characteristics may influence the comprehension of
compressed speech. Some of these variables include the sub-
ject’s sex, age, intelligence, and reading ability. Duker (1974)
determined that the comprehension scores of male and female
subjects revealed no sex-related differences for word rates vary-
ing from 174 to 475 wpm. This conclusion is supported by
other research studies conducted by Bell (1969), Foulke and
Sticht (1967), Klavon (1975), Ludrick (1974), Orr and Friedman
(1964), and Ross (1964).

Fergen (1954) and Wood (1966) found that ability to com-
prehend compressed speech increases with age and grade level
of school children. However, beyond age 12, little difference
was noted until age 60 or so. Wingfield, Poon, Lombardi, and
Lowe (1985) proposed that the decline in comprehension for
older people may be the result of a decline in information pro-
cessing resources and that it becomes more apparent with more
complex stimuli. Letowski and Poch (1996) noted a 20% decline
in comprehension of time-compressed speech between middle-
aged (fifth-decade) and older (seventh-decade) adults. Gordon-
Salant and Fitzgibbons (2001) also investigated the relationship
among age, content, and comprehension of time-compressed
speech. Their research included four compression techniques
(linear or selective compression of pauses, vowels, or conso-
nants) and three stimulus forms (sentences, syntactic sets, or
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random-order words). They reported three major findings re-
lated to older listeners.

1. Reduced linguistic cues resulted in reduced comprehension.
2. Acoustic alteration of consonants affected comprehension

more than alteration of vowels or pauses.
3. A combination of time compression with reduced contextual

cues resulted in a reduction of comprehension.

Aptitude or intelligence may also interact with comprehen-
sion. Eckhardt (1970) used a 1–hr multimedia presentation at
various rates of compression with Air Force recruits of varying
aptitudes. Eckhardt concluded that test differences between the
groups were due to aptitude and an aptitude–rate interaction.
There was a comprehension loss for lower aptitude subjects
at the higher compression levels. Sticht and Glasnap (1972) de-
termined that low-aptitude men learned easier material better
than more difficult material as a function of decreased words
per minute. High-aptitude men tended to learn material best
at 175 wpm, independent of difficulty level. However, other re-
searchers (Sticht, 1968; Watts, 1971; Williams et al., 1983–1984)
found that subjects with lower aptitudes or lower reading ability
performed as well at higher rates of compression as at normal
rates.

Reading ability may also influence comprehension of com-
pressed speech. Breed (1977) tested adult vocational techni-
cal school students to determine the differences in listening
comprehension when subjects were categorized according to
reading ability. The subjects in Breed’s study listened to tapes
that were time expanded and time compressed, varying in rate
from 60 to 240 wpm. Breed indicated that listening compre-
hension and reading ability appear to be related to verbal skills.
The poorest readers exhibited the poorest listening compre-
hension, and better readers were better listeners as measured
by scores on tests of listening comprehension. Goldstein (1940)
and Orr, Friedman, and Williams (1965) found a positive corre-
lation between reading rate and ability to comprehend com-
pressed speech. Conversely, both studies further determined
that practice in listening to compressed speech resulted in
an improved reading rate. Robertson (1977) determined that
the comprehension of subjects is not affected when they are
presented recorded materials within two reading levels below
or three reading levels above their particular grade level. In
general, it appears that a relationship between better read-
ing ability and the comprehension of compressed speech can
be established, although this may reflect an underlying verbal
ability.

Although most of the studies reported in this section are
based on limits measured in words per minute, some researchers
feel that the limiting factor is compression ratios (and resulting
quality) rather than words per minute (Omoigui, He, Gupta,
Grudin, & Sanoeki, 1999). Heiman, Leo, Leighbody,& Bowler,
(1986) suggest that if a passage is compressed at 50%, all of the
redundant information has been removed. Because the original
passage may vary in the number of words per minute, they
conclude that the compression ratio (50%) is the limiting factor,
not the number of words per minute.

35.7.4 Preference

Several studies have been conducted to determine which level
of time compression listeners would select if they were pre-
sented with several options. Foulke (1969), found that college
students preferred a rate of about 207 wpm (approximately 1.38
the normal rate). This rate was less than the 275 wpm speed pre-
ferred by blind college students (Foulke, 1965). The researcher
surmised that if sighted students had more practice listening to
compressed speech, they might prefer the higher rates also.

In a 1995 study, Harrigan offered time-compressed lectures
to students at three distinct speeds (1.0, 1.18, and 1.36 the speed
of the original lecture). Results showed that 75% of the time,
the students preferred the 1.36-rate lecture. Similarly, Omoigui
et al. (1999) and Li, Gupta, Senoeki, He, and Yong, (1999)
conducted a study that found comfortable speedup rates at
approximately 1.4 the rate of normal speech. He and Gupta
(2001) concluded that when people were instructed to assume
they were in a hurry, rates of 1.6–1.7 the original speed were
acceptable.

Wingfield and Ducharme (1999) conducted a study to inves-
tigate possible effects of age and passage difficulty on listening-
rate preferences. They found that older adults preferred sig-
nificantly slower rates than did younger adults. Both groups
preferred slower rates for difficult passages (as measured by
cloze predictability) than for easy passages. The researchers
concluded that both age groups were equally effective in their
ability to monitor the difficulty and adjust the rate.

There are some interesting affective factors to consider
when using compressed speech. Listener attitudes toward the
speaker are improved significantly (Maclachlan, 1982). Maclach-
lan notes that people associate fast, fluent speech with confi-
dence, knowledge, and enthusiasm. Because attitude learning is
influenced strongly by feelings toward the speaker, compressed
speech may be appropriate in such situations. Also, Boyle (1969)
found a preference for listening over reading in young students
(under about 14 years old), presumably because of their slow
reading rates. Likewise, college students prefer listening to com-
pressed speech over normal recording (Short, 1977) apparently
because of the time savings.

35.7.5 Training

It has often been speculated that practice might influence com-
prehension of compressed speech. Voor and Miller (1965) ex-
posed subjects to five listening sessions at 380 wpm. Test scores
indicated that comprehension increased as a function of expo-
sure up to 7 min, and remained constant thereafter. Orr et al.
(1965) exposed blind subjects to listening material presented
initially at 325 wpm and increased at 25-wpm intervals to a
rate of 475 wpm. Subjects were tested for comprehension at
475 wpm and compared to equivalent pretraining test scores.
An improvement of 29.3% was noted. Friedman, Orr, Freedle,
and Norris (1966) compared the comprehension scores of sub-
jects given 35 hours of massed practice with the test scores
of subjects given 14 to 21 hours of distributed practice in lis-
tening to compressed speech. The authors concluded that the
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comprehension of the distributed-practice group was as good
as or better than the comprehension demonstrated by the mass-
practiced group. Duker (1974) suggested that gradually increas-
ing the words per minute rate might have some benefit on
comprehension of compressed speech. Klavon (1975) tested
this idea, without effect, in an attempt to provide a controlled
transition period. In general, studies have found that although
no particular method of training or practice appears to be any
more effective than another, even small exposure to compressed
speech can improve comprehension (Foulke, Amster, Bixler, &
Nolan, 1962; Friedman, Orr, & Norris, 1966).

35.7.6 Applications

Time-compressed speech has application in voice mail systems,
training materials for business and industry, and instruction for
populations with special needs. Speech compressor/expanders
are also used to speed up or slow down foreign languages in
language labs and to normalize speech from a voice recognition
program. Given the research on the stability of the comprehen-
sion levels when speech is presented at an increased pace, the
ease with which speech can be compressed, and the amount
of speech used in communication and instruction, one might
assume that time compression is a common practice. In con-
trast, Arons (1992) states, “While the utility of time compress-
ing recordings is generally recognized, surprisingly, its use has
not become pervasive” (p. 169). Most audio used in education
is available at one speed—normal.

One factor that may increase the use of time-compressed au-
dio is the ability to select a playback speed for streaming audio
on the web. For example, IBM’s Web lecture interface has a slider
that allows the user to adjust the speed of the narration. Simi-
lar approaches are being implemented for streaming media by
Microsoft and Real Networks (He & Gupta, 2001). For exam-
ple the 2xAV plug-in from Real allows the user to play audio
(by moving a slider) at from 0.33 to 2.5 the normal speed
(Enounce, 2002); the Microsoft encoder allows users to adjust
pause removal and other parameters, which reduces the play-
back time (Microsoft Corporation, 2002).

The ability to skim or scan audio is another application for
time-compressed speech. As more and more companies and
universities are making audio-enhanced lectures, webcasts, and
digital videos available, there needs to be a way to scan the
contents and obtain the pertinent information. When skimming
audio, 100% comprehension is not essential; therefore, higher
compression rates can be used (Arons, 1997; Harrigan, 2000;
He & Gupta, 2001).

35.7.7 Efficiency

The original impetus for speech compression was potential
efficiency. However, the instructional implications of using
compressed speech for efficiency are somewhat contradictory.
When the time saved in compression was used to elaborate cer-
tain parts of the text, comprehension for that part of the text
increased (Fairbanks et al., 1957). However, as Sticht (1971)

pointed out, the time saved in compression was lost in elabora-
tion, and overall comprehension was not improved. Schramm
(1972) reported similar results. However, in a recent research
study conducted by Omoigui et al. (1999), a task-time savings
of 22% was reported when users were allowed to select the
most comfortable compression rate; however, comprehension
was not measured.

35.7.8 Summary

Research studies have confirmed the hypothesis that listeners
can process information at a much higher rate than normal con-
versational speech. Usually, any short exposure to compressed
speech will result in improved comprehension. In general, few
differences were detected for ages between about 12 and 50.
However, some differences in the ability to comprehend com-
pressed speech may be due to aptitude or verbal ability. Com-
pressed speech may be preferred to normal speech because
of the time efficiency. However, the early hopes that time-
compressed speech would be fully utilized appear to be unjusti-
fied. As interfaces with increased user control are implemented,
it is anticipated that time-compression will become more preva-
lent. For additional information on time-compressed speech
(prior to 1972), see the three-volume series, Time-Compressed
Speech: An Anthology and Bibliography, by Duker (1974).

35.8 RECOMMENDATIONS

35.8.1 Introduction

Sound and speech have existed for thousands of years. However,
the technologies that can record, store, and distribute audio
have only been available in the last century. Research related to
auditory instruction has varied over the years. When audio tech-
nologies were first introduced into schools, a series of evaluation
studies was conducted to determine whether or not students
could learn from a particular technology (Kerr, 1999). Media
comparison studies were also quite common—comparing the
effectiveness of audio vs. visual presentations in various subject
areas and age levels. Another thread of research has focused on
the theories that serve as foundations for auditory memory and
multichannel communications. More recently, a number of stud-
ies have been conducted to determine optimal techniques and
strategies for incorporating an audio component in multimedia
instruction. This chapter has presented many studies that were
conducted in a variety of settings, using different metrics and
research designs.

Throughout the literature, several researchers have remarked
on the lack of substantiated research related to audio instruction
(Barron & Atkins, 1994; Beccue, Vila, & Whitley, 2001; Bishop &
Cates, 2001; Thompson et al., 1996). Aarntzen (1993) notes that
although multimedia designers and developers are “inclined to
use audio (and speech in particular). . . hardly anything is known
about the use of audio in instruction with respect to the pro-
cessing of visual and auditive information, learner characteris-
tics, events of instruction, and audio characteristics” (p. 354).
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Now that audio components are a feasible, and often expected,
component of instruction, researchers in educational technol-
ogy should continue to provide guidelines for designers that are
based on empirical research and cognitive theory.

35.8.2 Recommendations for Future Research

Throughout this chapter, information has been provided about
research findings and implications. This section serves as a finale
to the chapter by presenting a synopsis of a few “calls” for future
research.

35.8.2.1 Auditory Processing and Memory. There are
many unanswered questions about how auditory information
is perceived, processed, stored, and retrieved (Baddeley, 1998).
More definitive answers to issues such as modality effects may
lead to better understanding of appropriate applications and
designs for audio in instruction. “Future research is needed,
concentrating on the exact cognitive mechanisms underlying
modality effects in memory performance and in which the find-
ings are extended to more natural stimuli, such as prose pas-
sages” (Haan, Appels, & Aleman, 2000, p. 582). Other aspects
of modality effects that bear investigation include the differen-
tial effects of sequential and simultaneous processing of audio
and visual information (Duis et al., 1994) and effects on mem-
ory for items generated by the subject instead of the researcher
(Penney, 1989b).

McAdams and Bigand (1993) point out that

one of the areas that has not received much attention, with the ex-
ception of some studies in young children, is the understanding of the
role of auditory cognitive processes and their integration with those
of other sensory and more general cognitive systems in everyday activ-
ity.. . . Research programmes addressing some of these issues are sure
to demonstrate a more important role for audition in everyday activity
than has been granted to this perceptual system to date”. (p. 5)

According to Grace-Martin (2001), “Designing instructional
materials with multimedia is a bit like walking a tight rope:
the designer tries to provide a rich, informational learning ex-
perience for the learner while at the same time not exceed-
ing his or her ability to process and assimilate the information”
(p. 407). Additional research into factors that impact cognitive
load and appropriate multimodal strategies would be very bene-
ficial (Mayer, 2001; Sweller, 1988; Sweller, Merrienboer, & Paas,
1998).

35.8.2.2 Media Selection. With the popularity of blended
solutions in e-learning, emphasis is being placed on determining
the optimal combinations of media, technologies, and instruc-
tional approaches. Audio, in the form of audio conferencing,
multimedia, and streaming audio, is an important component of
e-learning. As noted by Koumi (1994), the most common cur-
rent practice is to design instruction without using a media se-
lection model, “in which case, it is no wonder that allocation of
media has been controlled more by practical, economic, and hu-
man/political factors than by pedagogic considerations” (p. 56).

Mann (1995) agrees and points out, “Forty-five years of intuitive
combinations of audio-visual information have produced only
mixed results” (p. 16). Structural and functional attributes such
as those in Mann’s structured sound function (SSF) model may
be one approach to producing more consistent, effective imple-
mentations of audio. Distinctive attributes and symbols related
to audio (as mentioned by Salomon, 1994) need to be defined
further so that instructional designers and developers can de-
velop and refine the criteria for the deployment of media to best
effect (Koumi, 1994).

The literature does not offer much assistance in media selec-
tion. Results related to multichannel communication are com-
plex and contradictory. Based on a review of literature related to
learning abstract concepts through audiovisual redundancy, Lai
(2000) concluded, “It is clear that the results are inconsistent
and there are only few instructional design guidelines available
for the optimal relationship between audiovisual redundancy
and ability level” (p. 278). Lang (1995) had a similar conclusion
about redundancy research when she stated, “Forty years of re-
search has yielded a hodgepodge of contradictory conclusions”
(p. 86). Still unanswered are questions such as when, where,
and how audio should be integrated with other media.

There are obviously numerous variables that must be con-
sidered when deciding whether or not to use audio, with or
without additional media (Sutcliffe, 1999). In some cases, the
selection of audio as an instructional medium is self-evident.
For example, audio is essential to learn a foreign language, study
music, or discriminate sound effects such as heartbeats or sonar
signals. Audio may also be the optimal (and, in most cases, the
only) solution for interacting with distant students, especially
in geographically remote or economically disadvantaged areas.
In addition, children who have not learned to read and adults
who are unable to read at a functioning level can benefit from
audio instruction (Beccue, Vila, & Whitley, 2001).

The issue of where and how to use audio in multimedia
programs is considerably more complicated. In literature and
textbooks that focus on the design and development of multi-
media, there is a great deal more attention given to visuals than
to audio ( Jaspers, 1991). In fact, it is almost impossible to find
more than a cursory reference (if any) to design guidelines for
incorporating audio into interactive programs in many current
books (see, for example, Lee & Owens, 2000; Horton, 2000;
Kruse & Keil, 2000; Allen, 2003).

The situation is exacerbated when the few guidelines that
exist are often contradictory. For example, Gibbons and Fair-
weather (1998) advised designers to “avoid echoing text with
audio” (p. 375); Clark and Mayer (2003) agree, recommending
that designers “avoid e-learning courses that contain redundant
on-screen text presented at the same time as on-screen graphics”
(p. 100). However, Aarntzen (1991) stated that “when speech
is used as the mainstream provider of information it should
be accompanied by that same text on the computer’s screen”
(p. 363). Alessi and Trollip (2001) acknowledge that although
including both speech and text helps to meet the needs of stu-
dents with visual or auditory impairment, the best approach
may be to “provide controls that encourage learners to use ei-
ther the text or audio presentation, not both at the same time”
(p. 75).
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Although the addition of audio in computer-based training
has not consistently shown a significant increase in achieve-
ment, there are other advantages to audio-enhanced course-
ware, such as realism and motivation. Some results, such as
Mayer’s (2001) research on the effectiveness of using audio with
animations, offer a good beginning to the types of research-
based guidelines that are needed by instructional designers.
Mayer, cautions, however, that design principles based on re-
search “must be qualified with respect to different kinds of
learners. Additional research is needed to pinpoint the role of
individual differences in multimedia learning” (p. 189).

Shih and Alessi (1996) seem to agree with Mayer about the
need for qualifications in media research. They stated, “Media is
a tool or a learning environment; we educators or researchers
must have a better understanding of it before we can wisely
use and design it. Therefore, further and multiple dimensions
of research on using audio (sound or voice) in education and
multimedia are suggested” (p. 217).

35.8.3 Conclusion

A wide range of research is relevant for auditory instruction.
As new technologies mature, such as voice recognition, interac-
tive agents, wearable computers, virtual reality, and PDAs, even
more tools that can deliver auditory instruction will be avail-
able. In his article “Multimedia Learning: Are We Asking the
Right Questions?” Mayer (1997) noted, “At this time, the tech-
nology for multimedia education is developing at a faster pace
than a corresponding science of how people learn in multime-
dia environments” (p. 4). From the experimental psychologists
who are investigating the way in which auditory information
is processed and stored to the instructional designers who are
seeking to structure optimal environments and strategies for
learners, pertinent research areas abound.

Audio technologies offer powerful tools for educators; tools
that can entice, motivate, persuade, inform, reinforce, and re-
ward. Sound is a natural part of our lives and environment; it
should also be a natural part of our education.
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